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ABSTRACT

In this paper, we propose an effective local stereo matching
method based on extended triangular interpolation. The w-
hole image is covered with a triangular mesh by performing
triangulation on a set of initial support points. Since the dis-
parity interpolation in some areas is ineffective, especially in
the triangle which appears across the boundaries of object-
s or is formed by initial matching outliers, we formulate a
new matching model based on the Bayesian rule to address
this challenge. In the model, we introduce the concept of
the triangle’s reliability, and utilize the disparity planes de-
termined by the neighboring triangles as the Bayesian prior.
With the model, the disparity interpolation can be effective-
ly performed. Experiments on the standard stereo data sets
show that the method is effective, especially in dealing with
the boundaries of objects.

Index Terms— Stereo matching, support points, triangu-
lation, disparity interpolation

1. INTRODUCTION

Stereo vision enables users to access the depth information
of the captured object or scene, and is regarded as a foun-
dation for further applications such as 3D reconstruction and
content analysis. Stereo matching which is one of the typi-
cal stereo vision techniques, reads the depth information from
pixel-wise correspondence of two or more images.

Matching accuracy and performing efficiency are two key
concerns in stereo matching. However, according to previ-
ous studies on stereo matching methods, these two concerns
seem conflicting. Generally, by strategy, stereo matching ap-
proaches can be divided into two categories: Global and local
methods. Global methods can produce high precision depth
maps, however, their time cost is very high. On the contrary,
although the produced depth map is not as accurate as pro-
duced by the global, the local methods are efficient enough to
be adopted in real-time or near-real-time applications. Con-
sidering the global and local methods, some researchers pro-
posed the semi-global ones, they are the compromise of the
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Fig. 1. (a) (d) are the original images. (b) (c) (e) (f) are the enlarged
areas of the red boxes in (a)(d). (b) (c) contain the triangles across the
borders of objects (with yellow edges) . (e) (f) contain the triangles
formed by initial outliers (the red points).

both, though more efficient than the global, the semi-global
is still a challenge to be parallelized for practical use. So ac-
cording to the needs of practical applications, it is valuable
for us to do further study on local methods.

As the depth values often keep continuous variation in lo-
cal smooth scenes, disparity interpolation is widely adopted
in local methods. Interpolation in triangular regions which
are formed by triangulation on a set of support points is also
studied by previous works. Assuming the disparities in the
triangle are continuously varying, using the disparity plane
defined by the triangle to do disparity interpolation is appli-
cable. However, if the triangle appears crossing the borders
of objects or one of its vertexes is a matching outlier, it will be
invalid to interpolate. For example, in figure 1, simple dispar-
ity interpolation in the yellow edge triangles in image (c)(f)
causes more outliers, as the red crosses.

For the points inside these invalid triangles, they are most
likely on the neighboring reliable disparity planes, so their
disparities can be effectively estimated by the neighboring
triangles. For example, in figure 1, the neighbor reliable tri-
angles can offer more valid disparities for the points in the
yellow edge triangles in image (b)(e), as the green crosses.



Support points 
generation

Triangulation on 
support points

The reliability of triangle evaluation 
and candidate triangles selection

Stereo matching

left image 

right image 

disparity map

 

Fig. 2. An overview of the proposed algorithm.

To address this problem, we propose an effective match-
ing method by extended triangular interpolation, a new
matching model based on Bayesian rule is formulated in the
paper. In the model, we take the reliability of the triangle in-
to consideration. In accordance with most real-life scenario,
we assume that the reliable triangle should be on the plane
where its valid neighbors lie. To quantify the reliability of
the triangle, we try to figure out the number of the neighbor-
ing triangles which are coplanar with it. The more neighbors
meet such condition, the more reliable the triangle is. Exper-
iment results show that our proposed method can effectively
deal with the objects’ boundaries, and the processing time is
also acceptable.

The rest of the paper is organized as follows: In Section
2, we introduce the related work to this paper. Section 3 de-
scribes the proposed method in detail. And the experiments
on two standard stereo data sets are given in Section 4, along
with their results and analysis. Finally, we conclude our work
and give some remarks on following work in Section 5.

2. RELATED WORK

Global methods are generally recognized as high precision
matching algorithms. Most top-performing algorithms in the
Middlebury web site [1] are global-based, like [2] [3], they in-
corporate segmentation-based prior constraints into the corre-
lation based stereo model, and use segmented image regions
as matching units, the regions are segmented by mean shift
which is time-consuming, about 8 seconds to process an im-
age of resolution 434×383 pixels, and then the convergence
optimization process for the global energy minimization is al-
so very slow. Their low efficiency keeps them away from
practical applications.

On the contrary, local methods are more applicable than
the global as their processing speed is much faster. Local
methods measure correlation between pixels information in-
side a local support window centered on the reference pixel.
[4] focuses on reducing the computational redundancy which
exists among the disparity search range and the cost aggrega-
tion window, a repeated filtering for all disparity hypotheses
and an sampling scheme inside the matching window are done
to reduce the complexity. [5] proposes an adaptive weight ap-
proach which leverages the color and spatial similarity mea-
sures for the color images. It can provide more accurate re-
sults, but the computational complexity is considerable. For
more details about local methods, we refer readers to [6] [7].

Nowadays, in order to make the matching speed reach
real-time, many researchers use parallel techniques to realize

the local methods, such as GPU-based methods [8] [9] [10].
Compared to the CPU-based local methods, their efficiency
is an advantage. Though the parallel techniques can make the
matching methods more efficient, they need expensive hard-
ware investment as the cost. To the best of our knowledge,
integrating the parallel processors into mobile devices is very
inconvenient, and it is a great burden for the application sys-
tem [11].

Previous study works show that CPU-based approaches
can also run very fast, ELAS [12] is one of the typical rep-
resentatives, it is efficient for high resolution images, and the
authors also use ELAS for the practical applications in their
later works: 3D reconstruction [13] and objects detection
[14]. ELAS has shown its feasibility in those applications. By
applying Delaunay triangulation on a set of initial matched
correspondences, it efficiently exploits the disparity search
space for the points in the corresponding triangle, it could
achieve significant speedups but only needs a single CPU.
Assuming the initial points are robust matched and without
outliers, ELAS can perform effectively in the areas where the
disparities are continuous. But along the boundaries of ob-
jects, or if the initial points contain outliers, the method will
lose its effectiveness. Considering this problem, [15] has
given a solution. After the triangulation, they classify all the
triangles into matched and unmatched ones, they use the tri-
angle size ( the edge length and triangle area) to do triangles
comparison. For the matched triangles, they use the simple
disparity interpolation, and for the unmatched ones, they a-
gain classify them into semi-occluded and occluded ones, for
the semi-occluded, they do sub-triangulation in each trian-
gle, then simple disparity interpolation is done in each sub-
triangle. And for the occluded ones, they use the neighbor-
ing disparities to do estimate. One big disadvantage of their
method is that the time cost is considerable because of two
classification processes, and only using the semi-occluded tri-
angle itself to calculate disparities may be ineffective in some
cases. [16] also used triangulation in their proposed method.
They assume all the pixels in each triangle have the same dis-
parity value, and let the triangles as matching units. And in
the refinement stage, they utilize the adjacent regions to do
some adjustment. Their method can lead to a dense disparity
map, but the superpixel strategy may cause over smoothness
in some triangular regions.

3. APPROACH

The proposed approach contains the following steps: Firstly,
we adopt the existing adaptive support weight method [5] to



obtain initial support points. Secondly, Delaunay Triangula-
tion is applied to organize these points into triangles, thus the
whole image will be covered with a triangular mesh. Then, to
make the disparity interpolation in each triangle more effec-
tive, we introduce the reliability of the triangle, and evaluate
each triangle’s reliability with its neighbors. Finally, we for-
mulate a new matching model based on Bayesian rule to pro-
duce an accurate disparity map. An overview of the proposed
approach is shown in figure 2.

3.1. Support points generation
In this stage, we apply uniform sampling on the left image
to get a set of initial points. Then, we adopt the state of
the art adaptive support weight method to search their best
correspondences in the right image. The method aggregates
matching cost in a support window based on both pixel simi-
larity and geometric proximity. Given a pixel p, for any pixel
q in its support region, the matching cost of q is weighted by
the color difference cpq and euclidian distance gpq between p
and q. The weight ω(p, q) is formulated as following:

ω(p, q) = exp(−(
cpq
σc

+
gpq
σg

)) (1)

σc and σg are used to control the color difference and eu-
clidian distance for the weight function. Then the cost aggre-
gation for each pixel is done:

C ′(p, d) =
∑
q∈Ωp

ω(p, q)C(q, d) (2)

Ωp is the set of pixels in p’s local window. And C(q, d) is
the pixel difference between point q in the left image and it-
s correspondence qd = (x − d, y) in the right image. The
pixel difference can be pixel-wise color dissimilarity, intensi-
ty dissimilarity, texture dissimilarity or combination of them.
It’s hard to say which dissimilarity function is better than oth-
ers, it depends on the images themselves. In this paper, we
use sobel filter [12] as the matching cost. Then for the ini-
tial sampling pixels with obvious texture features, we adopt a
winner-take-all strategy to select the disparity which leads to
the minimum matching cost.

DL(p) = arg min
d
C ′(p, d) (3)

Then the left sparse disparity map is generated. In a simi-
lar way, the right disparity map can also be computed. In
order to make the support points more reliable, some post-
processing is applied, such as left-right check [17], after that
the remained matched ones are the final support points.

3.2. Triangulation
After obtaining the support points from the previous stage,
Delaunay Triangulation is applied on the 2D support points to
organize them as triangles, (see figure 3). The whole image

s1
s2

s3

s5
s4

s6
s7 s8

s9

s1
s2

s3

s5
s4

s6
s7

s8

s9

Delaunay Triangulation
 on support points

 

Fig. 3. Triangulation on support points.

is covered with a triangular mesh, all pixels are in this mesh.

3.3. The reliability of the triangle evaluation
According to most of the practical scenarios, the disparities in
one object are most likely on the same plane, so the triangles
inside one object also should share one plane. As we used
the texture feature to calculate vertexes, the size and number
of the triangles are determined by the image itself, and one
object must be covered with a proper number of triangles.
Generally, the disparity plane determined by a triangle can be
denoted as (4).

dp = afppx + bfppy + cfp (4)

px and py are the position coordinates of point p, and afp ,bfp
and cfp are the parameters of plane fp.

However, for the invalid triangle, its plane can not truly
reflect the disparity variation of the points in it. These invalid
triangles may be across objects’ boundaries or with incorrect
vertexes. They are on dissimilar planes with their neighbors.
For example, in figure 4, image (a) contains an invalid trian-
gle appearing across the border of objects, image (b) has an
invalid one whose vertex is an incorrect matching.

According to our assumption, the valid triangle should
be on the plane where its neighboring valid triangles lie, so
we can assess the triangle’s reliability with its neighbors. To
judge whether two triangles are on the same plane, we can
calculate the angle between them. The angle between two
planes equals the angle between their plane normal vectors.

For the disparity plane (4), its plane normal vectors are
easy to calculate,

−→
n′ = (afp , bfp ,−1) is one of them.

θ = arccos
−→n f1 · −→nf2
‖−→nf1‖ · ‖−→nf2‖

(5)

θ is the angle between f1 and f2. If θ < τf , f1 and f2 are
thought to be on the same plane, τf is the pre-set threshold.

To measure the reliability of one triangle, only qualitative-
ly checking whether all of its neighbors are coplanar with it
is not proper for some triangles, for example, if the triangle is
near the objects’ borders but it is inside the objects and indeed
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Fig. 4. Two cases of unreliable triangles.

valid, like the triangle formed by s7,s8,s9 in image (a) of fig-
ure 4, one of its neighbors (the triangle formed by s7,s9,s10)
is across the borders and on a different plane, it may be classi-
fied into the invalid ones. To avoid this, we propose to find the
number of its coplanar neighboring triangles to quantitatively
measure the degree of reliability.

γ(f) =
tr + τr
tn + τr

tr < tn (6)

The number of adjacent triangles which meet the condi-
tion is tr, tn is the number of all the neighboring triangles and
is set to 3 as discussed in section 3.4. τr is used to adjust the
reliability.

3.4. Candidate disparity planes selection
For the invalid triangle, the disparities in it may be on the
neighboring valid disparity planes. The best size for the
neighborhood is determined by the sampling density and de-
tails of the image. Besides, the time cost is also a concern
since the computation complexity is proportional to the size
of neighborhood. In this paper, for the points in each triangle,
we let the triangle itself and its three common edge neighbors
as their candidate disparity planes.

Θfp = {f , fn1, fn2, fn3} (7)

Θfp is the set of candidate disparity planes for point p, f is
the triangle in which p lies. fn1, fn2 and fn3 are the three
neighboring triangles of f .

3.5. The model for stereo matching
We formulate the matching model using the Bayesian rule,
the posterior probability over D given image I and disparity
plane F can be written as P (D|I, F ) ∝

f_n1 f_n2 f_n3f

pn
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Fig. 5. Stereo matching model.

P (I|D)P (F |D)P (D) , maximizing the posterior is equiva-
lent to minimize its negative log likelihood, then our objective
is to find a disparity plane fp that minimizes a local energy
function for point p.

E(p, fp) = Edata(p, fp) + λsEsmooth(p) + λfEf (fp) (8)

Edata(p, fp) is the data energy of p assuming p is on the
plane fp. It is the matching cost of p.

Esmooth(p) =
∑
q∈N4

∆dpq (9)

∆dpq =

{
1, abs(dp − dq) > 1
0, otherwise

(10)

Esmooth(p) is a parametric smoothness prior that correlates
neighboring estimated pixels [18], N4 is the 4 × 4 neighbor-
hood of p. Considering the efficiency, only one pass is pro-
cessed, maybe a few estimated neighbors are available in the
beginning, but this won’t give a large bias since it’s a soft
constraint.

Ef (fp) =
1

γ(fp)
(11)

The disparity plane fp is defined by the corresponding tri-
angle. According to the reliability of the triangle, a plane
penalty term is added into the energy function, γ(fp) (6) is
the reliability of fp.

Then local optimization is done for (8), the winner-take-
all strategy is also adopted here.

f(p) = arg min
fp∈Θfp

E(p, fp) (12)

With the winner disparity plane f(p), according to the
equation(4), the valid disparity interpolation d can be ob-
tained for point p .

4. EXPERIMENTS

To verify the effectiveness of the proposed approach, we im-
plement it on a PC with single CPU of 2.27GHz and 2G mem-
ory, the program language is C++. The parameters are con-
stant across all images, considering the related works, they
are set as table 1:λs and λf are respectively the smoothness
and the unreliable disparity plane penalty parameters in (8).
σc and σg are used to balance the color difference and euclid-
ian distance in the adaptive support weight formulation (1).
τf is the angle threshold to judge whether two triangles are
on the same plane. τr is used to adjust the reliability.



Table 1. The prameters for experiments
λs λf σc σg τf τr
5 2.5 4 2.5 0.1 1

The calculated disparity maps are evaluated by measuring
the percent of bad matching pixels. If the disparity map is less
than 100% density it will be interpolated using simple back-
ground interpolation as explained in the corresponding header
file in the development kit [19]. The norms for evaluation are
as follows:
• Out-N: Percentage of erroneous pixels in non-occluded

areas
• Out-A: Percentage of erroneous pixels in total
• Out-D: Percentage of erroneous pixels in discontinuous

areas.
• Avg-N: Average disparity / end-point error in non-

occluded areas
• Avg-A: Average disparity / end-point error in total
• Err-th: Disparity error threshold
We first use the stereo image pairs issued by KITTI vision

benchmark suite [19] to make experiments and evaluations.
The data set is captured from the outdoor environment and
there are 194 gray image pairs in it, the size of each image
is 1241×376 pixels, the vertical resolution is much lower as
restricted to the laser scanner which provides the ground truth
of disparities. We have made a comparison with ELAS [12]
which is a typical representative of local CPU-based methods,
the results are shown in table 2.

The results in table 2 show that our proposed method can
get lower error rate than ELAS on the Kitti data set. About the
speed, though slower than ELAS, the proposed can still reach
seconds speed, about 2.1s to process one image. [15] is also
based on triangular interpolation and has considered the dis-
continuity of disparities, but it is much slower and needs about
several minutes, only a little faster than the global graph-cut
method.
Table 2. The comparison between our method and the ELAS on
the Kitti stereo data set

Err-th Method Out-N Out-A Avg-N Avg-A
2 pixels Our method 10.40 11.82 1.3 px 1.5 px
2 pixels ELAS 11.71 13.76 1.5 px 1.7 px
3 pixels Our method 7.20 8.43 1.3 px 1.5 px
3 pixels ELAS 8.34 9.58 1.5 px 1.7 px
4 pixels Our method 5.54 6.58 1.3 px 1.5 px
4 pixels ELAS 6.56 7.62 1.5 px 1.7 px
5 pixels Our method 4.51 5.40 1.3 px 1.5 px
5 pixels ELAS 5.40 6.32 1.5 px 1.7 px

We also have experimented on the standard data set from
Middlebury web site [1]. From the results in table 3, we can
find that, for the low resolution images: Cones, Teddy, Venus
and Tsukuba, the proposed method could also get higher ac-
curacy than ELAS. It performs better in all areas, especially
in the discontinuous areas. Since we considered the initial
outliers, our method also does better in the continuous places.
The invalid triangles caused by the initial outliers are less than

the one in the discontinuous areas, so the improvement in the
discontinuous regions is more than the continuous.

Then, we have testified on higher-resolution images from
Middlebury web site, taking the length of the paper into ac-
count, we only present two images here: cones, aloe with the
resolution 868×766 pixels, the blue areas are occluded re-
gions. From the results in figure 6, we find that our method
indeed performs better and causes less matching outliers near
the objects’ borders.

Table 3. The comparison with ELAS on the benchmark Middlebury
stereo data set

Method Cones Teddy Venus Tsukuba
Out-N ELAS 13.8 18.8 5.95 8.12
Out-N Our method 11.0 16.5 5.16 7.87
Out-A ELAS 23.5 27.1 7.59 10.3
Out-A Our method 21.0 25.1 6.82 10.0
Out-D ELAS 27.4 37.8 39.9 30.2
Out-D Our method 23.4 32.5 38.8 26.1

5. CONCLUSION AND FUTURE WORK
In this paper, we described a novel local stereo matching
method which is based on extended triangular interpolation.
For the triangle which appears across the object’s boundaries
or formed by incorrect matches, simple interpolation in it is
ineffective. To handle this, we propose to use the neighbor-
ing triangles to evaluate the triangle’s reliability. With the
candidate disparity planes formed by the triangle and its three
neighbors, we proposed a new matching model which is based
on the Bayesian rule. In the model, the candidate planes are
adopted as the prior, and we also add a new parametric s-
moothness prior that correlates neighboring pixels in the mod-
el. We implemented the proposed method and testified it on
two standard stereo data sets with a single CPU core, the re-
sults show that our method can generate more accurate dis-
parity maps than ELAS, especially outperforms ELAS on the
boundaries of objects, the proposed method is very useful for
the following work, such as stereo image segmentation and
objects detection. The processing time is also acceptable.

In the future, we will improve the efficiency of the pro-
posed method and try to make it meet real-time requirements.
And its effectiveness can also be improved with parameter
optimization.
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