ABSTRACT

Recent years, the stereo image has become an emerging media in the field of 3D technology, which leads to an urgent demand of stereo image retrieval. In this paper, we attempt to introduce a framework for object-based stereo image retrieval (OBSIR), which retrieves images containing the similar objects to the one captured in the query image by the user. The proposed approach consists of both online and offline procedures. In the offline procedure, we propose a salient object segmentation method making use of both color and depth to extract objects from each image. The extracted objects are then represented by multiple visual feature descriptors. In order to improve the image search efficiently, we construct an approximate nearest neighbor (ANN) index using cluster-based locality sensitive hashing (LSH). In the online stage, the user may supply the query object by selecting a region of interest (ROI) in the query image, or clicking one of the objects recommended by the salient object detector. For the image retrieval evaluation we build a new dataset containing over 10K stereo images. The experiments on this dataset show that the proposed method can effectively recommend the correct object and the final retrieval result is also better than other baseline methods.
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1. INTRODUCTION

Nowadays, numerous 3D devices such as stereo cameras and 3DTV have experienced an explosive growth in the industrial community and the stereo images have become an emerging media widely spread in people’s daily life. With the sharp increasing of stereo image data, how to manage and access them efficiently turns out to be an urgent problem, which is just the same as digital images about 2 decades ago [1]. In the world of monoscopic images, content-based image retrieval (CBIR) enables us to access relevant images by image examples while object-based image retrieval (OBIR) methods [2, 3, 4] accomplish a search with a region of interest regarded as the desired object by user interaction.

Unfortunately, there are few research works on stereo image retrieval. In order to solve this urgent problem, we introduce a complete framework for object-based stereo image retrieval. First, a preprocessing including stereo rectification and stereo matching is adopted to produce the disparity map for each image which encodes the depth information. Second, the object segmentation procedure is performed by a salient object detector making use of depth information. Then, multiple visual features are extracted including the bag-of-visual-words (BoVW) and they are used to represent the objects. Finally, the feature vectors are indexed by a clustering-based LSH. In the online search phase, the user is first asked to upload an example image. To select the query object, the user may either drag a region of interest or pick up an object from the query recommendations. Based on LSH indexing, a list of stereo images is returned to the user efficiently. To evaluate the effectiveness of the proposed framework, we build a new stereo image dataset called “OBSIR dataset”. In summary, our major contributions include:

- A novel framework for object-based stereo image retrieval;
- A salient object detection method that contributes to a better object segmentation and serves as a query recommendation in user interaction phase;
- A novel stereo image dataset designed for image retrieval evaluation that comes from three common sources, the websites, daily life photography and stereo movies.

To the best of our knowledge, we believe our work is the first attempt to explicitly establish a systematically framework for object-based stereo image retrieval, and also the first one to build up a stereo image dataset for the evaluation of stereo retrieval task.

The remaining of this paper is organized as follows. In Section 2, a brief review of the related work is introduced. The systemic overview and detailed approach is described in Section 3 and evaluated by a few experiments on the OBSIR dataset, as shown in Section 4. Finally, we conclude this paper with some remarks on the feature work in Section 5.
2. RELATED WORK

This paper serves as a variant of OBIR approach which adapts to stereo images. Meanwhile, the retrieval system also makes use of stereo matching, object segmentation and ANN-based search techniques. Therefore, in the rest of this section, we are going to review the research status on these mentioned domains.

**Stereo matching.** Stereo matching remains to be a challenging problem which catches lots of interests [5]. A lot of excellent methods have been proposed to solve this problem. In our application, we need the disparity maps to maintain essentially correct structure information and do not highly depend on accurate disparity values. For this purpose and considering of the computational efficiency, the ground control points based method [6] is an appropriate choice.

**Salient object segmentation.** The problem has been proposed early from 1990’s, and a series of approaches [7, 8, 9] have been proposed from different aspects during the following years. For example, Jie Feng et al. [9] proposed a bounding-box-dependent method that the object saliency is calculated by comparing the content inside and outside the bounding box. And recently disparity information is introduced for saliency analysis [10], which also works on stereo images. Differed from these methods, our approach first perform an image segmentation and then follow with a saliency based ranking in order to extract multiple objects.

**ANN-based search.** Over the past years, numerous approaches [11, 2, 12] are proposed to avoid brute-force comparison when searching the k nearest neighborhood (kNN) for the query sample, they are so called Approximate Nearest Neighborhood search (ANN) methods. Generally, ANN methods can be roughly divided into two categories. One is tree-based methods such as optimized k-d tree [12], and the other is hashing-based methods. For example, Locality-Sensitive Hashing (LSH) [11] is one of the most popular ANN algorithms which can efficiently get the approximate results for queries. In order to reduce the number of the exhaustive similarity evaluations, we develop a clustering-based LSH indexing approach for the object-based stereo image retrieval method.

**Object-based image retrieval.** Object-based image retrieval is a well-studied problem in CBIR, for which the user usually captures the demand object through e.g., a bounding box. In [13] images are segmented into small regions, based on which the query object is modeled using Latent Semantic Analysis (LSA). In [3], each image is represented as a bag of visual words, and the author makes use of the language modeling to derive the ranking function. The visual words locating outside the object region is also taken into account as context.

3. OBJECT-BASED STEREO IMAGE RETRIEVAL

Given a stereo image, and the object region that the user specifies, we aim to search for the relevant images containing the similar object. The framework of our approach is shown in Fig. 1, which is composed of two pipelines: offline procedure and online processing. For the offline procedure, we first collect a large dataset of stereo images. Then a preprocessing including image resizing, duplicate removal, stereo image rectification and stereo matching is taken. In this step we get the disparity maps which encode the depth information. After that, we extract salient objects from the image. For each object, we extract visual features and use the BoVW model for representation. At last, the feature vectors are indexed by a clustering-based LSH. For the online procedure, a stereo image is uploaded by the user first and then passed through the preprocessing and object segmentation module sequentially. A few objects are generated then and displayed in the object box to give a recommendation to the user. The user may directly pick one object or drag a rectangular region of interest as the final query. Then the query region is passed...
to the object representation module and converted to a fixed BoVW vector. The search is performed by the clustering-based LSH and at last, a list of objects is returned and displayed in the user interface. Object results are highlighted in their own images to show the entire context of the objects.

3.1. Preprocessing

As the stereo images in our dataset are acquired from many different sources and vary greatly in the resolution, we first resize the images to a fixed height and remove exact duplicates from our dataset as they appear to be redundant in retrieval. Then we rectify all stereo images using [14] so that the structure displacement only occurs at the horizontal direction. Next we perform stereo matching using the ELAS algorithm [6] to obtain the disparity maps encoding the depth information. The basic idea is to search a set of robustly matched points as supports to reduce searching ambiguities. The seed supports make the algorithm perform robust for variational stereo images. Then we optimize the results using [15]. A fast version [16] is implemented to speed up computation. The disparity maps are stored together with the original stereo images for following processing.

3.2. Object segmentation

Inspired from [17], we follow the “split and merge” idea for object segmentation. The image is segmented into several regions where the intra-region similarity and the inter-region dissimilarity are expected to be maximized. These regions can be assumed as candidate objects. Then a saliency analysis based on color and depth is performed for ranking and filtering the objects.

Due to the noise of the color image and inaccuracy of the disparity map, we run the segmentation on superpixel level. SLIC [18] is employed to segment the image into superpixels. Then we rectify all stereo images using [14] so that the structure displacement only occurs at the horizontal direction. Next we perform stereo matching using the ELAS algorithm [6] to obtain the disparity maps encoding the depth information. The basic idea is to search a set of robustly matched points as supports to reduce searching ambiguities. The seed supports make the algorithm perform robust for variational stereo images. Then we optimize the results using [15]. A fast version [16] is implemented to speed up computation. The disparity maps are stored together with the original stereo images for following processing.

3.2. Object segmentation

Inspired from [17], we follow the “split and merge” idea for object segmentation. The image is segmented into several regions where the intra-region similarity and the inter-region dissimilarity are expected to be maximized. These regions can be assumed as candidate objects. Then a saliency analysis based on color and depth is performed for ranking and filtering the objects.

Due to the noise of the color image and inaccuracy of the disparity map, we run the segmentation on superpixel level. SLIC [18] is employed to segment the image into superpixels. Then we construct an undirected graph $G = (V, E)$ where each node $v_i \in V$ indicates a superpixel and each edge $(v_i, v_j) \in E$ connects two neighboring superpixels $v_i$ and $v_j$. The weight of an edge stands for the similarity between $v_i$ and $v_j$:

$$Sim(v_i, v_j) = \min(D_c(v_i, v_j), \lambda_d D_d(v_i, v_j)),$$

$$D_c(v_i, v_j) = |I(v_i) - I(v_j)|,$$

$$D_d(v_i, v_j) = \frac{|d(v_i) - d(v_j)|}{\min(d(v_i), d(v_j))},$$

where $D_c(v_i, v_j)$ measures the absolute difference of the mean color $\overline{I}$ between $v_i$ and $v_j$ in Lab colorspace. $D_d(v_i, v_j)$ is the relative difference of mean disparity $d$. $\lambda_d$ is a weighted factor to balance the power between color and disparity. Then each pair of neighboring superpixels is merged if the weight of the linking edge is smaller than a threshold $K_s$ and then a set of disjoint regions $O = \{o_1, o_2, \cdots, o_n\}$ are produced. We view the merge operation as a coarse object segmentation and follow with a three-step refinement:

- Small objects are removed. More formally, if $S(o_i) < S_o$ the region is deleted, where $S(o_i)$ indicates the ratio between the area of region $o_i$ and the total area of the image. $S_d$ is a threshold;
- Large objects are split. If $S(o_i) > S_s$, the merge step is redone by setting $K_s$ to $\gamma K_s$, where $\gamma$ indicates a decay rate and $S_s$ is a threshold;
- Sometimes an object is split into two or more parts due to occlusion. To solve this problem, for each object $o_i$ we search a surrounding area in a range $[R_c, R_n]$ for nonadjacent objects $o_j \in (O \setminus o_i)$ and merge the two objects if $Sim(o_i, o_j) < K_o$, where:

$$Sim(o_i, o_j) = \max(D_c(o_i, o_j), \lambda_d D_d(o_i, o_j))$$

$D_c$ is the intersection distance between the Lab color histograms of $o_i$ and $o_j$. $D_d$ is the relative difference of mean disparity between object $o_i$ and $o_j$. $\lambda_o$ is a weighted factor.

Next we rank the objects according to their normalized saliency values. We first employ [19] to compute the color saliency $Sal_c$ and [10] to compute the depth saliency $Sal_d$ respectively. Then the final saliency is computed as:

$$Sal = G(x, y, \sigma_x, \sigma_y) * Sal_c Sal_d,$$

where $G(x, y, \sigma_x, \sigma_y)$ is a 2D Gaussian distribution function with $\sigma_x$ and $\sigma_y$ equal to half of the width and height of the image respectively. The purpose of this Gaussian window is to emphasize central objects. Then we rank the objects according to the normalized saliency value: $Sal_{n}(o_i) = Sal / S(o_i)$. We set two conditions to filter the objects:

- The normalized saliency value ranks top $K_r$ in the object list of the image;
- The normalized saliency value is within a rate of $S_v$ of the highest one.

At last each salient object is clipped using the bounding box of the object region for efficient feature extraction.

3.3. Object representation

Adopted from several successful works on monoscopic image retrieval [20, 21, 22], three features are chosen to cover the visual information of the objects and the well-known BoVW model is used to represent the features. First, color layout from MPEG-7 standard is adopted to give a global description of the objects, encoding its color information. Second, local features from each object are extracted and a visual codebook is generated by clustering the feature vectors. Then each object is represented by a histogram of the visual words. The two local features pyramid histogram of visual
words (PHOW) [21] and local binary pattern (LBP) [23] have obtained promising results in image retrieval and thus are adopted in our work.

The color layout is computed over the bounding box of the given object to contain a few contexts and partitioned into 8*8 grids. Thus for an image with RGB channels the feature forms a vector of 192 dimensions totally. For PHOW, the vocabulary contains 10000 bins, trained from representative images using K-Means. For LBP, the uniform version of LBP [24] is adopted where the 8-bit LBP features are quantized to 58 patterns. We treat the 58 quantized patterns as LBP visual words, and the uniform LBP histogram are normalized. At last, the 3 representations are indexed separately and combined using linear regression as the final results.

3.4. Index construction
Exhaustive linear search is not practical in real image retrieval systems due to its inefficiency on the large scale of the datasets and the high dimensionality of visual features. To deal with this problem, a cluster-based locality-sensitive hashing is used in our system to speed up the query response. As conventional LSH needs a lot of hash tables to improve the search quality and thus results in a quite long evaluation list, we first perform a clustering of objects according to the possibly intrinsic clustering property of objects. In implementation, K-means is applied to give a coarse classification and then LSH [11] is built on the object clusters.

4. EXPERIMENTS
In this section, we demonstrate the conducted experiments of this work. After the introduction of the dataset and general experiment settings, we first illustrate an evaluation on the salient object detection, then we present the experiment of object retrieval.

4.1. OBSIR dataset
Since the public benchmark datasets like Middlebury stereo dataset [25] and KITTI vision benchmark [6] provide too limited amount of images to support a retrieval system, the experiments are performed on the OBSIR dataset which is built by ourselves from three common sources: stereo images downloaded from website, realistic photographs taken by a stereo camera and snapshots captured from 3D movies. First, we download 3000 stereo images from Flickr1. Then, we collect 2500 stereo photos taken from real world by a stereo camera. At last, we capture a number of snapshots from 25 famous stereo movies, such as Avatar, Monsters University and so on. In total, the OBSIR dataset contains 10513 stereo images.

4.2. Object segmentation evaluation
4.2.1. Experimental settings
The motivation of this experiment is to evaluate the correctness of the salient object detector. We select 500 images from the database and manually label the foreground objects by bounding boxes as ground truth. Each object guess is regarded as correct if the intersection between the predict object box and ground truth is larger than half of their union according to [26]. We compare our approach with three salient based methods: Salient object detection by composition (COMP)[9], Salient object detection by global contrast (RC)[19] and stereo-based saliency (SS)[10], standing for state-of-the-art. The parameters of our approach are set as \( \{\lambda_s, K_s, S_d, S_s, \gamma, R_n, K_o, \lambda_o, K_r, S_e\} = \{0.003,0.06,0.0005,0.5,0.8,10,50,0.12,10,5,0.8\} \). Since generally the number of objects of an image in our dataset does not exceed 5, we choose precision and recall at the truncate level 5 for evaluation.

4.2.2. Experimental results and analysis
Table 1 shows the comparison of our method and the other three baselines. Our method outperforms all the other methods in the term of both precision and recall. RC [19] and SS [10] are designed for single salient object extraction thus both get high precision but low recall once there are multiple objects in one image. It is worth noting that SS performs better than RC owing to the employment of depth information. The method COMP in [9] can detect multiple salient windows and thus achieves a higher recall than RC and SS.

In Fig. 2 we show a few examples of the results generated using the compared four methods, from which we can see that the proposed method can give a correct bounding box to each object no matter there is one or more objects on the image. On the contrary the method of SS bounds all the three objects in the second image using one box, and it blocks the user from selecting one of them. We can also observe that COMP produces a lot of fake bounding boxes with useless content inside. It suggests that saliency is less reliable without the help of depth information in stereo images.

<table>
<thead>
<tr>
<th>Table 1. Salient object segmentation performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
</tr>
<tr>
<td>Recall</td>
</tr>
</tbody>
</table>

1http://www.flickr.com
4.3. Object-based stereo image retrieval

4.3.1. Experimental settings

To quantitatively evaluate the retrieval performance of our method, 100 stereo images are randomly chosen as queries. We adopt the proposed query object recommendation approach and pick up the correct objects from each image and finally there are 153 object queries in total.

In this experiment the proposed retrieval framework is compared with two baseline methods which directly conducted on the left images and didn’t make use of stereo information:

- CBIR, instead of using objects, this baseline directly indexes the features of the entire image. Consequently, we also use images as queries instead of objects;
- OBIR, this baseline adopts a 2D state-of-the-art salient object segmentation approach described in order to extract the objects in the images. In this paper, we adopt Jie Feng et al. salient object segmentation approach [9] to construct OBIR index.

Besides, we utilize three popular measures in CBIR, including Precision-Recall curve, mean Average Precision (mAP) and Normalize discounted cumulative Gain (NDCG). AP is defined as the average precision at various recall levels, and mAP is defined as the average APs of all queries.

NDCG is defined as follows:

\[ \text{NDCG@k} = \frac{\text{DCG@k}}{\text{IDCG@k}} \]

where

\[ \text{DCG@k} = \sum_{i=1}^{k} \frac{2^{r_i} - 1}{\log_2(i + 1)} \]

\[ \text{IDCG} = \sum_{i=1}^{k} \frac{2^{r_i}}{\log_2(i + 1)} \]

In Equation (5), \( r_i \) is the ground truth labeling relevance of \( i^{th} \) returned image. And in Equation (4), IDCG stands for ideal DCG which can be calculated like DCG.

Due to the manual workload, instead of labeling the ground truth before the evaluation, we propose to judge the result image list retrieved by the query, and we set the maximum truncate level of our experiment to 100, that is, each query will obtain 100 judgments, indicating the relevance of each result image. We characterized the returned results into 4 groups. Excellent and good represents positive results, while bad and fail are the negative ones.

4.3.2. Experimental results and analysis

Figure 3 illustrates the retrieval performance of the three compared approaches, from which we can see that the proposed retrieval framework outperforms the other two baselines in the term of all the three measurements. Within the three methods, CBIR performs the worst because only the image-to-image retrieval is applied. It tells that for object images, the visual features will be more effective if the objects are detected as presented individually. And we can also infer from the performance gap between OBIR that the proposed method achieves a more accurate object segmentation using depth information and leads to a better retrieval performance.

Figure 4 shows the top 6 retrieved images by the 5 selected object queries, which indicates that the proposed framework can effectively retrieve the demand images. However, the query of (e) obtains some rather disappointing results. We argue that it is because the descriptor of PHOW and LBP degrade a lot in the textureless areas and the color descriptor dominate the similarity and images with similar colors are retrieved. Besides, the saliency object extraction fails on the last image of query (d) and the 4th result of query (b) due to incorrect disparity maps.

5. CONCLUSION AND FUTURE WORK

This paper presented an object-based retrieval framework for stereo images. In the offline part, we first segmented the objects from each image by saliency. Then multiple visual features were extracted from each object region and indexed using LSH. In order to extract the correct objects, we proposed a novel salient object extraction method, making use of depth information. In the online part, we simplified the user interaction by recommending suspect object regions. It allowed the users to select among the recommended objects as well as drawing the entire bounding box. In the experiment of salient object segmentation, our approach captured more correct images than other baseline methods, and in the evaluation of retrieval, the proposed framework outperformed other retrieval frameworks based on monoscopic images.

We believe that the proposed framework can be regarded as a fundamental step of multiple applications, thus we envision our work in the future as follows. First, we are going to bring in some stereo geometric verification approaches to re-rank the search result, such that the retrieval performance can be further improved. Second, we are considering to encode the geometrical relationship between multiple objects of the same image, so as to make the framework operable for scene images. Finally, we are trying to develop some advanced query object recommendation method, making the querying process more effective and efficient.
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Fig. 3. Quantitative object-based image retrieval performance: (a) Precision-Recall Curve (b) mAP at different truncate levels (c) NDCG at different truncate levels


