COMBINATION OF REGION AND CONTOUR MODELS FOR INTERACTIVE IMAGE SEGMENTATION
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ABSTRACT

Previous image segmentation methods are mainly based on region or contours. The former category of models are computationally expensive, while the latter approaches require lots of user interactions. In this paper, we propose a novel interactive image segmentation method, which makes a combination of the two models. By adopting the advantage of respective models, our method can produce high quality segmentations with little user interaction and achieve a surprisingly high efficiency. Specifically, we first obtain a coarse segmentation on a reduced scale using the classical graph cut method. Then we refine the boundary region on finer scales using active contours based method iteratively. The experimental results show that our method can produce better segmentation results to state-of-the-art while greatly reducing user interactions and processing time. We believe the proposed method could greatly improve user experiences in real applications.
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1. INTRODUCTION

Interactive image segmentation, which aims to partition images into two parts namely “Object” and “Background” with user interactions as shown in Fig. 1, has attracted much attention in image processing and computer vision society. Typically the problem is formulated as region and contour based models. The former idea solves the segmentation problem as an energy minimization process considering both region statistics and inter-regional relations [5, 11], which usually requires users to mark a few foreground and background regions as seeds to learn the color distribution. The model produces high quality segmentation results but consumes much computation since it performs a second order energy minimization. The second approach works near the object boundaries, which requires users to roughly trace the object contours [10, 3]. Then the local image forces, e.g. gradient, termination, smoothness and so on, and user specified control points are all considered to obtain an optimal solution. Obviously for this approach users have to spend lots of time to supply sufficient interactions.

In this paper, we propose a novel interactive image segmentation method, which combines both the region and contour based models. The proposed method is inspired by the simple but effective observation in daily lives like paper cutting: people always perform the segmentation task by roughly mark the object region, and then spend lots of time in selecting the contours. Similarly, we first perform region based segmentation on a reduced scale of the input image to obtain a coarse result. Then we generate a narrow band near object boundaries according to the initial result, and

Figure 1: Examples of interactive image segmentation. (a) Original images. (b) Manually labeled seeds of foreground (red) and background (blue). (c) Segmentation results.
perform a contour based refinement on finer scales iteratively. The proposed method has two advantages compared to previous models. First, as the number of pixels for processing is significantly reduced, the computational efficiency is greatly improved. This also enables the proposed method to work for the large photos produced by the high resolution cameras and mobile phones today. Second, compared to the previous contour based methods, our method requires much fewer interactions since the rough contour is generated automatically.

Some previous works [2] use contours or rather edges as constraints for region growing based segmentation. In contrast, we make a sophisticated combination of real object contours and image region attributes in the scale space for interactive image segmentation. There are also some researches dedicated to the efficiency problem of region based methods. For example, in [8] a hierarchical method is proposed to improve the efficiency of graph cut [5]. By representing the image on the scale space, the segmentation is performed in a banded region near object boundaries. The similar idea is also adopted in [9]. Our method is similar to the above in the consideration of multi scales but differs in segmentation models. The previous methods are mainly based on single region model. In contrast, our method makes a combination of region and contour based models, which can produce better segmentation results especially for object contours. Besides, since region models are more expensive than contour models, our method has an improved efficiency than the previous hierarchical models.

The experiments are conducted on the ASD dataset [1] with 1000 images and groundtruth segmentations. We manually mark the foreground and background seeds as inputs. The results compared to state-of-the-art methods show the superior performance in segmentation accuracy and efficiency of the proposed method.

2. MODEL

We give an overview of the proposed method in Fig. 2. Given the input image, the user is asked to mark some regions as foreground and background seeds. Then the region based segmentation is performed on a coarse scale. After that, we employ the active contours based method in the boundary region on finer scales iteratively. Finally, a full resolution result is produced as shown in the rightmost.

2.1 Region Based Coarse Segmentation

For the input image $I$ we first construct its scale pyramid $\{I_0, I_1, I_2, \ldots, I_n\}$, where $I_0$ represents the full resolution image and $I_1$ to $I_n$ are successively down sampled from previous level. The number of scale levels is determined as follows: Starting from the original image $I_0$, we down sample the current scale at a proportion of $\rho$ to construct the next scale. The step is repeated until the pixel number of current scale is below a threshold $\phi$. We can figure out that $n = \left\lfloor \log_{\rho} \frac{I_0}{\phi} \right\rfloor$.

On the coarsest scale $I_n$, we employ graph cut [5] to generate the initial segmentation result $s_n$. The original image $I$ is represented as an undirected graph $G = (V, E)$, as shown in Fig. 3(a). $V$ is the set of all pixels with two termination nodes. The two additional terminal nodes $S$ and $T$ represents foreground and background terminals respectively. $E$ is the union of neighborhood links (n-links) and terminal links (t-links), where n-links stand for the inter-pixels relation and t-links indicate the individual terminal probability. Then the optimal segmentation can be formulated as a min-cut problem, whose energy function is described as:

$$E_R(L) = \lambda R_R(L) + B_R(L)$$

where $R(L)$ is sum of penalties for assigning a certain pixel $p$ to foreground and background. $B(L)$ is the sum of penalties for discontinuities between adjacent pixel nodes. $L$ indicates the labels assigned to corresponding pixel nodes, whose value is 1 (foreground) or 0 (background). $\lambda$ is a parameter to balance the two parts. Specifically,

$$R_R(L) = \sum_{p \in I} R_p(l_p)$$

$$B_R(L) = \sum_{(p,q) \in N} B_{(p,q)} \delta(l_p, l_q)$$

where $N$ is the set of adjacent pixel nodes under a standard 8-neighborhood system. $R_p(l)$ indicates the possibility of pixel $p$ to be labelled as a certain value of $L$. We compute color distribution of pixels marked by user to get histograms of foreground and background. These histograms are used to calculate the regional penalties $R_p(L)$ as negative log-likelihoods:

$$R_p(L) = -\ln Pr(l|\{L\}, L \in \{\text{obj'}, \text{bgd'}\})$$

Boundary penalties $B_{(p,q)}$ is defined as
The minimum energy of Eq. 1 equals to the minimum cut of the graph \( V \), which can be solved using the min-cut algorithm developed by Boykov et al. [4]. After the generation of \( s_0 \), we implement an opening operation with a \( 3 \times 3 \) element on the result to eliminate noises.

### 2.2 Active Contours Based Refinement

The initial segmentation result \( s_0 \) provides an approximate estimation of foreground and background. Next, we iteratively refine boundary area using a graph cut based active contours method [12]. Suppose that boundary refinement is performed on the \( k \)th scale \( I_k \) with the initialization of the segment result \( s_{(k-1)} \) of the \((k-1)\)th scale, the contour based refinement is implemented as follows. First, dilation and erosion operations are performed on \( s_{(k-1)} \) to determine the inner contour \( C_{in} \) and outer contour \( C_{out} \) of foreground respectively. Then \( s_{(k-1)} \) is upsampled to the same size of \( I_k \). The region inside \( C_{in} \) is set as foreground, the region outside \( C_{out} \) is settled as background, and the rest part \( R_e \) is treated as the undetermined boundary area. The size of element used in dilation and erosion operations on each scale is set as \((k + 2) \times (k + 2)\).

Based on the above processing result, we build a new graph \( G_{(k)} = (V_k, E_k) \) as shown in Fig.3(b). The pixels on \( C_{out} \) and \( C_{in} \) are treated as the source nodes and the sink nodes, respectively. The pixels in \( R_e \) are treated as pixel nodes with \( n \)-links between them. In this way, we can label the rest pixel nodes using the min-cut algorithm. It is a multi-source multi-sink minimum cut problem. To simplify the problem, we identify the multiple source nodes as a single source node and multiple sink nodes as a single sink node. Note the graph has been converted into a two-dimensional graph, which is different from the 3D case as shown in Fig.3(a). Now the energy function turns to be:

\[
E_C(L) = B_C(L)
\]

\[
B_{C}(L) = \sum_{p \in C_{in} \land q \in R_e} B_{(p,q)} \delta(1, l_q) + \sum_{p \in C_{in} \land q \in C_{in}} B_{(p,q)} \delta(l_p, l_q) + \sum_{p \in R_e \land q \in C_{in}} B_{(p,q)} \delta(l_p, 0) + \sum_{p \in C_{in} \land q \in C_{out}} B_{(p,q)} \delta(l_p, 0)
\]

The energy minimization is only performed on the neighbor link now, which can also be solved using the min-cut algorithm. Since generally there exist sharp gradient changes between object and background and the object contours are naturally smooth, the minimization of Eq. 7 well detects the real object contours. Besides, we may find that the active region for segmentation are greatly reduced, which improves the computational efficiency a lot. Even compared to the previous hierarchical models, our method constructs much less graph edges because terminal links are removed in our contour refinement.

### 3. EXPERIMENTS

#### 3.1 Datasets and Experimental Settings

To evaluate the performance of our method, we select three state-of-the-art methods using the same input types with ours for comparison, namely graphcut [5], Random Walker (RW) [6] and Geodesic Distance (GSC) [7]. The experiments are conducted on the ASD dataset, which includes 1000 images with groundtruth masks. We manually label the foreground and background strokes as default inputs. Throughout the experiment the parameters for our method are set as: \{\lambda, \phi, \sigma\} = \{39, 1000, 22\}. The proposed method is implemented in C++. All the experiments are carried out on a PC with a four-core 3.40GHz CPU and 8GB memory.

#### 3.2 Segmentation Results Evaluation

To evaluate segmentation quality, we use precision, recall and \( F_\beta \) as evaluation metrics, where \( \beta^2 = 0.3 \) according to [1]. Table 1 shows the comparison results. We may find that our method performs better than the other competitors. Specifically, our method obtains a nearly 3% improvement in \( F \)-measure compared to graphcut, which shows that the contour based refinement is reasonable and effective. Besides, we should note that the performances of all the methods are comparable since sufficient supervision has been supplied by users. In Fig. 4 we provide some segmentation results generated by our methods. The original color images, with user marked foreground and background seeds are shown in the first row. The red strokes indicate foreground seeds and blue ones stand for background seeds. Segmentation masks generated by our method are shown in the second row, where white pixels indicate object and black ones are background. We can conclude from the examples that our method could generate accurate segmentation results as well as contour based methods, while being much more convenient in user interaction.

We further give the running time comparison of the compared methods. In this experiment we select 20 images with the resolution over 8M pixels taken by mobile phone indoors and outdoors for evaluation. We resize the images to different resolution and execute algorithms 100 times per image to obtain the average runtime. Fig. 5 shows the average
Figure 4: Segmentation results generated by the proposed method. The top row shows the original images with manually labeled strokes, and the second row shows the corresponding segmentation results.

Figure 5: Running time of different methods.

Running times of all the methods. It should be noted that we have used LOG-LOG coordinate for illustration since the running times of the benchmark methods stride over three orders of magnitude. We can find that our method shows a significant improvement in efficiency to the other methods owing to the use of coarse-to-fine strategy and contour based refinement. Specifically, our method runs about 7 times faster than graphcut, 296 times faster than GSC, and 341 times faster than RW. A noticeable point in the figure is that the time curves in the leftmost have lower growth rates than in the right, which is mainly caused by the size limitation of cache. The evaluation above also demonstrates that our approach can finish segmenting an 8M resolution image taken by a common mobile phone today in about 0.1 second and thus enables real time user interaction. In contrast, the other methods spend seconds to minutes to perform the task, which is unacceptable for interactive applications.

4. CONCLUSION

In this paper, we proposed a novel method combining both region and contour based models for interactive image segmentation. Owing to the advantages of region and contour based models, our method can generate high quality segmentations with little user interaction, while being much more efficient than previous methods. The high efficiency makes our method work for the high resolution images produced by current portable cameras. Experiments show that the proposed approach can obtain a superior performance compared to state-of-the-art methods in segmentation accuracy and response time, and thus supplies better user experiences for the segmentation task.
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