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The goal of objectness estimation is to predict a moderate number of proposals of all possible objects in a given image with high efficiency. Most existing
works solve this problem solely in conventional 2D color images. In this paper, we demonstrate that the depth information could benefit the estimation as
a complementary cue to color information.

After detailed analysis of depth characteristics, we present an adaptively integrated description for generic objects, which could take full advantages of
both depth and color. With the proposed objectness description, the ambiguous area, especially the highly textured regions in original color maps, can be
effectively discriminated. Meanwhile, the object boundary areas could be further emphasized, which leads to a more powerful objectness description.

To evaluate the performance of the proposed approach, we conduct the experiments on two challenging datasets. The experimental results show that
our proposed objectness description is more powerful and effective than state-of-the-art alternatives.

Introduction

Proposed approach

Performance Evaluation

Cheng et al. argued that the objects share strong correlation in the small normed gradient (NG) space, e.g., 8 × 8, as the “bounded” boxes shown in the Figure (e) above.
Nevertheless, the “blue” van window (Figure (a)), a part of the van, is a suspicious false positive object in color space. Therefore, we reformulate the object window gradient with
the depth and color weight maps. More specifically, for depth gradient map, we formulate 𝑤𝐷 using the Bayes’ rule:
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For the color gradient, the inner parts are possibly distractive and should be suppressed according to the depth prior:
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Due to the adaptive integration, our proposed objectness description (as Figure (g) depicts) has several advantages. First of all, when depth has strong intensity, 𝑤𝐷 will
contribute more and the inner parts of color normed gradient map (as “blue” bounding box in Figure (c)) are successfully suppressed. Meanwhile, object bounding borders can be
emphasized by corresponding depth and color normed gradient map. What’s more, as the distance between object and viewer increases, 𝑤𝐷 adaptively decays and the color
normed gradient will dominate the proposal prediction at faraway places.

Conclusion
By adaptively integrating depth and color cues, we propose a generic object description approach for
objectness estimation. Based on the depth priors, object inner distractive regions can be effectively
suppressed. Meanwhile, the object boundaries can be emphasized by the complementarily informative parts
in depth and color gradient map. On the contrary, as the distance between object and viewer increases, the
effect of the depth cue adaptively decays and the color will dominate the proposal prediction at places far
away. Experimental results on two challenge datasets show the superiority of the proposed approach.
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