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Abstract—With the rapid growth of opinionated contents, e.g.
product reviews, sentiment analysis has drawn much attention
from the researchers. The most fundamental task of sentiment
analysis is document sentiment classification which aims to
predict the overall sentiment (e.g. positive or negative) towards
the opinion target in a review. There are usually various opinion
sentences towards different aspects with different sentiments.
Among them, the overall opinion towards the whole target
should be more deterministic in document sentiment prediction.
However, most existing methods treat all the sentences equally,
thus, they may encounter difficulty especially when the sentiments
of most aspect opinion sentences differ from the overall sentiment.
To address this, we propose a novel method for document
sentiment classification which adequately explores the effect
of overall opinion sentences. The method is extended from
structural SVM, and the overall opinion sentences are taken as
the hidden variables for document sentiment. Experiments on
several standard product review datasets show the effectiveness
of our method.

I. INTRODUCTION

With the advent of Web 2.0 and social networks, people
become more and more convenient to express and share their
opinions on web. These large volume of opinionated contents,
e.g. product reviews, are generated rapidly and of great value.
In order to effectively explore these data, sentiment analysis
has been emerging as a hot research area [1] [2]. As a funda-
mental task of sentiment analysis, document level sentiment
classification aims to automatically determine and extract the
overall sentiment (e.g. positive and negative) towards the target
in the review [2].

The existing methods for document level sentiment clas-
sification could be divided into two categories, i.e. unsuper-
vised approach and supervised approach [2]. The unsupervised
approach utilizes a predefined sentiment lexicon and some
linguistic rules to determine the sentiment of the reviews
[3] [4]. This approach is simple, but suffers from scalability,
since the sentiment lexicons and linguistic rules are commonly
manually defined by experts. Instead, supervised approach
takes the task as a special case of text classification, which
usually represents documents with bag-of-ngrams features and
build SVM classifier upon that [5] [6].

With both kinds of the methods, most of them treat the
sentences in the document equally informative for final sen-
timent prediction. Some learning methods simply merge all
the text into a flat feature vector e.g. bag of words. In fact,
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according to the language habits, when a user describes the
opinion towards a target, various aspects or attributes may be
mentioned (including the whole target). Some of them may be
positive, while the others are negative. It’s reasonable that the
sentiment or polarity of a review mainly depends on the overall
opinion rather than those towards the specific attributes or
aspects. However, this crucial issue is often neglected by most
existing methods. They may encounter difficulty especially
when the sentiments of most aspect opinion sentences are not
coherent with the overall sentiment.

Take the review in Table I for example, it mentions several
aspects, and complains about the small size of the memory
card and pictures in the dark, however gives a positive overall
rating to the product. The positive overall opinion sentences
lead to a positive overall rating though there are many negative
opinions towards detailed aspects.

We can find that overall opinion (OOP) sentences are
more informative for predicting document level sentiment,
and the aspect opinion sentences whose sentiments are not
coherent with the overall sentiment may mislead the classifier.
Therefore, the OOP sentences should be sufficiently utilized
for document sentiment classification. To accomplish this,
firstly, the OOP sentences should be correctly recognized, sec-
ondly, the relationship between OOP sentences and document
sentiment should be well explored.

In this paper, we propose a novel and effective method
called SV M*®°P to utilize the overall opinions to improve
document level sentiment classification. Our method takes
advantage of structural SVM [7], in which the OOP sentences
are taken as the hidden variables for document sentiment. The
structural SVM could conduct the hidden variable recognition
and final classification simultaneously. The main difficulty of
structural SVM is the initialization of the hidden variable,
which greatly influence the training time and the accuracy [7].
In order to resolve this problem, we exploit multiple features
to recognize candidate OOP sentences firstly, and then the
candidate OOP sentences will be incorporated as the initial
value which dramatically reduces the training time for struc-
tural SVM. We conduct document sentiment classification on
several benchmark datasets, and the experiments demonstrate
the effectiveness of our method.

The contribution of our work could be summarized as
follows:
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TABLE I
A REVIEW OF DIGITAL CAMERA CANON S100. THE OPINION
EXPRESSIONS ARE HIGHLIGHTED IN BOLD.

Review

I want to start off saying that this camera is small for a reason. Some
people, in their reviews, complain about its small size, and how it
doesn’t compare with larger cameras. I'm in high school, and this
camera is perfect for what I use it for, carrying it around in my
pocket so I can take pictures whenever I want to, of my friends and
of funny things that happen. The only thing I don’t like is the small
size (8 MEG) memory card that comes with it. I have to move
pictures off of it every day so I have room for more pictures the
next, and I don’t have enough money to buy the 256 MEG card
that I've had my eye on for a while. A larger memory card and
extra battery are good things to buy. Other than that pictures taken
in the dark are not as nice as I’d like them, I’d say that this camera
is perfect.

1. We propose an effective method to explore the OOP
sentences for document level sentiment classification which
improve the classification results.

2. We combine multiple features to recognize candidate
OOP sentences, which ensures the accuracy for subsequent
procedures.

The rest of the paper is organized as follows. Section II
overviews the related work. In section IV, IV and V, the
detailed methods are described. In section VI, the experiments
and results are presented. Finally, section VII concludes the
paper and discusses future work.

II. RELATED WORK

Document level sentiment classification is a fundamental
problem in sentiment analysis, which aims to identifying the
sentiment label of a document [1] [2]. There have been plenty
of works for this task, and these methods can be grouped
into two categories: 1) rule based approach with sentiment
lexicon [3] [8] [9] [4]; 2) machine learning based approach
(5] [10] [11] [12] [13].

The lexicon based sentiment classification approach utilizes
a predefined sentiment lexicon and some linguistic rules
to determine the sentiment of the reviews [2] [3] [8] [4].
This approach is simple and interpretable, but suffers from
scalability and is inevitably limited by sentiment lexicons that
are commonly created manually by experts.

Learning based approach takes sentiment classification
as a special case of text classification problem, and use
machine learning methods for this task [5] [6]. The
documents are usually represented as bag of features. [5]
firstly investigated machine learning methods including
Naive Bayes, Maximum Entropy, and SVM for sentiment
classification in movie reviews, and evaluated different
features including unigrams, bigrams, adjectives, and part-
of-speech tags. Their experimental results suggested that a
SVM classifier with unigram presence features outperforms
other competitors. Dominant studies follow [5] and work
on designing effective models and features for building
a powerful sentiment classifier. Representative features
include word ngrams [6], sentiment lexicon features [14]. [6]

proposed a SVM variant and used Naive Bayes log-count
ratios as feature values to classify sentiment polarity. They
showed that SVM was better at full-length reviews, and
Multinomial Naive Bayes was better at short-length reviews.
These methods use local ngram information and do not
capture semantic relations between sentences.

Another line of research concentrates on modeling the
semantic relationship between the document and sentences.
[10] separated subjective portions from the objective text
by finding minimum cuts in graph of sentences to achieve
better sentiment classification performance. [11] investigated
a global structured model for jointly classifying sentiment
polarity at different levels of granularity. [12] used sentence-
level latent variables to improve document level sentiment
prediction. However, they are still lack of taking into account
of overall opinion sentences.

III. OVERVIEW OF OUR METHOD

In this section, we give a brief description of our method.
The general procedure is shown in Figure 1.

Intuitively, if we could recognize the OOP sentences with
some aspect extraction techniques, then simply building a
classifier on the OOP sentences is enough for our task. How-
ever, it’s not that easy. First, the state-of-art aspect extraction
techniques are still not perfect and usually time consuming.
Supervised learning methods usually need sentence level an-
notation [15] [16] and unsupervised methods usually produce
incoherent aspects [17] [18]. Second, not all the reviews
contain the OOP sentences, relying entirely on OOP sentences
is also dangerous.

Therefore, we take advantage of structural SVM, and the
OOP sentences are taken as the hidden variables for document
sentiment. The structural SVM could conduct the hidden
variable recognition and the final classification simultaneously
[7]. The difficulty is to give a good initialization of the hidden
variables, without which, the structural SVM needs a lot of
time to achieve convergence and sometimes the result is not
accurate enough. To resolve this, we exploit multiple features
to recognize candidate OOP sentences firstly, and then the
candidate OOP sentences will be incorporated as the initial
value for our model which ensures the accuracy.

The details about the method will be given in the next two
sections. For the convenience to understand our method, we
illustrate the notations throughout the paper in Table II.

TABLE II
BASIC NOTATIONS USED IN THE PAPER.

Variable | Description

T a review document
len(z) | the length (number of sentences) of a review document

Y the predicted polarity of the document

x; a review sentence

Yi sentiment polarity of a sentence

Sz the set of total sentences in x

S the set of overall opinion sentences

w the parameter of the structural SVM model
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Fig. 1. The overview of our method, firstly, the candidate overall opinion sentences are recognized for model initialization, and then the structural SVM is

used to explore the overall opinion for document level sentiment classification.

TABLE III
THE FEATURES FOR RECOGNIZING CANDIDATE OVERALL OPINION
SENTENCES.
categories description example
linguistic words for the target camera, ipod
features conclusion phrases in a word, overall
positional position in the review | fposi(z;)
features is the title ? Sritte{®:i}

I'V. PROBABILISTIC METHOD FOR RECOGNIZING
CANDIDATE OVERALL OPINION SENTENCES

To recognize candidate overall opinion sentences, all the
possibilities of the OOP expressions should be considered.
Besides, since our final target is the document sentiment
classification, the method should be efficient.

To this end, multiple features are exploited including the
linguistic features and positional features. A function is uti-
lized to calculate the probability of each sentence, and then the
sentences with high scores will be selected as the candidate
overall opinions.

A. Exploiting linguistic and positional features

There are two kinds of clues could be exploited for the
recognition of overall opinion sentences, including the lin-
guistic and positional features. Table III illustrates the all used
features.

1) Linguistic features: The overall opinions imply the atti-
tude towards the whole target, so the words or phrases which
stand for the whole target are important clues. Take the product
’Cannon 50D ° for example, the phrases, e.g. "the camera’,
’50D’, *Cannon 50D’ are all indicative for the ’Cannon 50D’
camera. It will be very beneficial for the task, if the user could
provide some information similar with these terms.

Besides, conclusive words such as "overall’ directly indicate

the OOP sentences, which are good heuristic information for
our task. In practice, these words or phrases could be easily
collected.

All the linguistic features compose a dictionary Dic of
indicative words or phrases.

2) Positional features: The overall opinion sentences
could appear in various positions, e.g. in the title, in the
beginning of the document, in the middle, and in the end
of the document. It is reasonable that the sentences in the
beginning or in the end should be of higher probability to be
as overall opinion as well as the title.

Some experiments showed that in order to efficiently
extract polarity of written texts such as customer reviews
on the Internet, one should concentrate more computational
efforts on messages in the final position of the text [19].

3) Feature quantification: For linguistic features, the KL
divergence is calculated between each sentence and the pro-
vided indicative words or phrases, and then the values are
normalized.

For positional features, fpos; and fiye are listed below.
With f,,4, the sentence that appears in the beginning or the
end, will get larger score than those sentences in the middle.
ftitie means that the sentence in the title will be with high
probability to be the OOP sentences.

posi(z;) posi(;)
fposz(xl) maz{ len(x) ’ len(x) } M
1 x; 18 title
Jritte(z;) = { 0 x; 1s not title @

B. Probability function

The general idea is to measure the probability about each
sentence as overall opinion sentence. Specifically, function
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foop(.) parameterized by we,, is used for probability calcu-
lation. For a new sentence z;, ¢(x;) denotes corresponding
feature vector, i.e.

¢(x;) = {KL(x;, Dic1), ..., fposi (i), fririe{xi}}  (3)

We calculate the score as

foop(xi; woop) = Woop * ¢(xz) (4)

In the function, the two kinds of features illustrated in last
section will be incorporated as the parameters. The parameter
¢(x;) will be numerated feature vector, and the dimension is
the amount of all features.

Here, we set the total weight of the two kinds of features
equally as % Then, for each category, the feature are quan-
tified, and the weight will divided equally for all possible
elements. For linguistic features, that will be ‘;‘J/il. For the
two position features, that will be i respectively.

With the probability function, the scores of each sentence
will be calculated, then the top k£ sentences will be selected
as the candidate OOP sentences. The k is an empirical value,

and tuned in the experiments.

V. THE PROPOSED STRUCTURAL SVM MODEL

In this section, in order to capture the overall opinion
information for document level sentiment classification, we
propose a model which takes advantage of structural SVM to
explore the connection between the overall opinion sentence
and the document sentiment. For convince, the proposed
model is called SVMeP (SVM for Exploring Overall
Opinions).

A. Preliminary of Structural SVM

Structural SVM is an extension of traditional SVM for
interdependent and structured output spaces [7].

Given a training set which consists of input-output structure
pairs,{(z1,%1), .-, (Tn,yn)} € (x X y)™, we want to learn a
linear prediction rule of the form

fu(@) = arg maxjw - &(z, y)] O]
yEy

where @ is a joint feature vector that describes the relationship
between input x and structured output y, with w being the
parameter vector.

When training Structural SVMs, the parameter vector w
is determined by minimizing the loss function A(y, ) that
quantifies how much the prediction ¢ differs from the correct
output y. Since A is typically nonconvex and discontinues and
there are usually exponentially many possible structures ¢ in
the output spaces y, it is usually replaced with a piecewise
linear convex upper bound

Ay, 5i(w)) < I}jléi;([ﬁ(ym?))er"l)(fvm@)]*w"l)(%,yi) (6)

where g;(w) = arg maxyey w - ®(z;,y)
In many applications, the input-output relationship is not
completely characterized by (z,y) € x X y pairs in the

training set alone, but also depends on a set of unobserved
latent variables h € H. To generalize the Structural SVM
formulation, we extend our joint feature vector ®(x, y) with an
extra argument h to ®(x,y, h) to describe the relation among
input x, output y, and latent variable h. We want to learn a
prediction rule of the form

fuw() = arg max [w-®(z,y,h). ©)

(y,h)Exxy
B. SV Meop

Let x denote a document, y = {1, —1} denote the sentiment
of a document, and S denote the set of the overall opinion
sentences in z. Let ¥(x,y,.S) denote a joint feature map that
outputs features describing the quality of predicting sentiment
y using S for document x. Here, S is the set of overall opinion
sentences. In this paper, we focus on linear models, so give a
weight vector w, we can write the quality of predicting y as

F(z,y,8) = w"¥(z,y,5), (8)
and a document level sentiment classifier as
y* = arg max mazx F(x,y, S;w), 9)
Y sCSy

where S, denotes the collection of total sentences for x.
Let 27 denote the jth sentence of document 2. We propose
the following instantiation of F(x,y,S;w) = wl ¥(x,y,S),

1 . _
N Dy wi Cpo(@?) +why b0 (@), (10)
(z) =% °

where the first term in the summarization captures the quality
of predicting polarity y on sentences in S, the second term
captures the quality of predicting S as the overall opinion
sentences, and N (z) is a normalization factor.

We represent the weight vector as

(In

and 10,77 denotes the polarity features of sentence x; with
overall opinion, s,p;, 7’ denotes the subjectivity features of
sentences x’/ with overall opinion.

The unigram features are used in our method, v is defined
with the bag-of-words feature representation, with one feature
corresponding to each word in the lexicon of the corpus.

w = [wpolo§ wsubjo}a

C. Document sentiment prediction

The model will try to predict the sentiment with the best
S, i.e. the extracted overall opinion sentences. S' will be used
for help predicting document sentiment polarity, we have the
document level sentiment classifier as

y*=arg mazr {mazw’¥(z,y,5)} (12)

ye{+1,—-1} SCSz
Initialization of the S
The initialization of the overall opinion sentences set .S will
be the candidate OOP sentences calculated in section 4.
The detailed inference algorithm is illustrated in Algo-
rithm 1.
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Algorithm 1 Inference Algorithm

1: Input:

2.z

3: Output:

4 (y,s)

5: 84 4 argmaTses(y) wlU(z,+1, s)
6: S5_ 4 argmatses(z) wl(z,—1,s)
7. if wT (2, +1,54) > wl¥(z,—1,s_) then
8 Return (+1, s4)

9: else

10: Return (—1,s_)

11: end if

D. Updating of overall opinion sentences

For the document sentiment prediction, the finding of .S is
essential. This task is accomplished with an iterative approach.

With the initial .S, the document prediction could be done
and the initial parameter w could be learned as described in
section 5.5, and then new overall opinion sentences set S could
be resolved.

For each sentence 2/, we compute the joint score with
respect to overall opinion in S and label y as

score(?, S, y) =y Wyo, Ypot (#7) + whypj, Ysups(27). (13)

After calculating, according the score, the top |S| sentences
will be chosen as the new OOP sentences set. In the
experiments, we tune the size of S with respect to the number
of sentences in = to obtain the optimal performance.

E. Learning algorithm

The learning process is to optimize the following problem
below.

N
1 C
min = ||wl||* + NZ&

. . @ (14)
s.t.Vi Srlrléléiz Wg \I/(mz,(ywSZ))

2> max ws- \I}(:L'iv (_yi7 S;)) + A(yia —Yi, S;) - €z
SieS(x)
where C is the regularization parameter.

This is a SVM style objective function, for each training
instance, the corresponding constraint is quantified over the
best possible OOP sentence sets .S;. The S; is modeled as a
latent variable. Since it is non-convex, we try to solve it using
CCCP algorithm [7].

The candidate sentence set are consisting of those sentences
with high scores as talked in section 4. With the well generated
candidate OOP sentence set, the algorithm will try to make
refinement of the set according to the sentiment prediction in
the training dataset.

Starting with candidate OOP sentences for each training
instance, the training procedure alternates between solving
the resulting structural SVM (called SSVMSolve in algorithm
2) using the currently known best OOP sentences set, and

making a guess of new OOP sentences set until the learned w
converges.

The detailed algorithm of our method is shown in Algorithm
2.

The normalizing factor is set as N(z) = /(|S|) as de-
scribed in [12], where | S| is the size of the extracted candidate
overall opinion sentences, and will be further discussed in the
experimental section.

Algorithm 2 The Detailed Training Algorithm
1: Input:
2. { (z1,91)s ---» (zN,yn) }/Nraining data

3:  C /lregularization parameter

4: (S1,...,Sn) /finitial guess

5. Output:
6

7

8

9

Dw
:w <+ SSVMSolve(C, {(xi,yi, Si) Y1)
: while not convergence do
: for:=1,---,N do
10: Si = argmargc sz, w Y(w,y;, S)
11: end for
12: w < SSV M Solve(C,{(x;,yi, S:)}Y,)
13: end while
14: Return w

VI. EXPERIMENTS

We conduct experiments on several benchmark sentiment
classification datasets to evaluate our proposed method. The
algorithms are implemented using C++, and run in a PC with
Intel Core i5 CPU and 8GB RAM.

A. Datasets

Three benchmark datasets are used for our experiments, i.e.
Oscar Data [20], Liu Data [8] [9], and McAuley Data [21],
which are all comprised of product reviews from Amazon. The
details are listed below.

Oscar Data': The dataset contains some reviews about
books, dvds, electronics, music, and videogames.

Liu Data 2: It contains fine annotated datasets, for each
review, the sentences are labeled with aspect information. We
choose digital product reviews for our experiments.

McAuley Data 3: This is a huge dataset of product reviews,
we choose more than 10,000 cellphone reviews for our exper-
iments.

Table IV summarizes the datasets statistics. All datasets are
processed using lowercased stemmed unigram words, and the
stop-words are removed. The documents are represented by the
vectors of words. We choose 0/1 for term weighting, which is
widely used in sentiment classification [2].

"https://github.com/oscartackstrom/sentence-sentiment-data
Zhttps://www.cs.uic.edu/ liub/FBS/sentiment-analysis.html
3http://snap.stanford.edu/data/web-Amazon.html
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TABLE IV
SOME STATISTICS OF THE DATASETS.

dataset reviews | positive | negative
Oscar Data 196 97 99

Liu Data 489 301 188
McAuley Data | 13448 7615 4233

B. Experimental setup

1) Methods for comparison: For the document level senti-
ment classification, we compared our method SV M°P with
various methods illustrated below.

e SVM This is the most common method for this task.

o MinCut The minimum cut algorithm is utilized to extract
important and representative sentences and then SVM
could be applied for sentiment classification [10].

e SV M* This is a typical method based on structural
SVM for sentiment classification, which also considers
the interactions between the sentences and documents
[12], but has no explicit difference between OOP sen-
tences and other opinion sentences .

The kernel of SVM in these methods is set as linear kernel,
which is effective in text classification.

To evaluate the performance of our method for overall
opinion sentences recognition, we compare our method with
some baselines as well as some existing methods.

« MinCut The minimum cut algorithm is utilized to extract
important and representative sentences, and we take the
result as the OOP sentences [10].

o Position This is the baseline method, the first 1/10 and last
1/10 sentences of the reviews as taken as OOP sentences.

o LingRule This is also the baseline method based on the
linguistic features, we calculate the score of the sentences,
and then 2/10 of the top ranked sentences are taken as
the OOP sentences.

o Semi_PLSA The Semi_PLSA is used to model the
targets with supervision information [22]. In this paper,
the user provided words for OOP sentence recognition
are used as the prior terms for Overall aspect.

o SV Ms!® We take the final outputed hidden sentences as
the OOP sentences.

2) Evaluation: Each dataset is randomly equally partitioned
into 10 parts, of which 8 parts are taken as the training data, 1
part is the development set, and 1 part is used for testing. All
the parameters as well as the baseline methods are fine tuned
in the development set.

For each dataset, the experiments are repeated 10 times,
and all the methods are conducted under the same setup during
each time. The performance is measured by the average results
of 10 times.

For document sentiment classification, accuracy is adopted
as the evaluation metric. For the overall opinion sentence
recognition, F-measure is adapted.

TABLE V
EXPERIMENT RESULTS OF DOCUMENT LEVEL SENTIMENT
CLASSIFICATION (ACCURACY).

Methods Oscar Data | Liu Data | McAuley Data
SVM 0.735 0.840 0.882
MinCut+SVM | 0.750 0.820 0.895
SV MsTe 0.760 0.857 0.916
SV Me°P 0.765 0.896 0.932

C. Experiment results

1) Document level sentiment classification results: Table
V shows the document level sentiment classification results of
our method*. In general, we can find that the results of our
method are better than others in all the datasets.

In comparison with traditional SVM, SV M sle and our
method try to model the interaction between sentences and the
sentiment of the documents, which lead to the improvement
of the sentiment prediction. MinCut is also litter better than
directly using SVM, which also indicates that not all sentences
in the documents are useful for sentiment prediction.

Our method SV M€ is better than both SV M*!® and
Mincut, since we specially take advantage of the overall opin-
ion sentences. In comparison with the sentences extracted by
SV M?*!e, the overall opinion sentences are more deterministic
for polarity prediction.

This results demonstrate that the overall opinion is highly
useful for document level sentiment classification. With our
method, the overall opinion sentences could be effectively
recognized and utilized, which could resolve the problem we
proposed in the introduction section effectively.

2) Overall opinion sentences recognition results: To eval-
uate our method for overall opinion recognition, we compare
our method with some baselines as well as some existing
methods.

Table VI show the general results from different methods,
e.g. MinCut, Position, LingRule, Semi_PLSA. For Liu
Data, which has the aspect annotation about each sentence,
the other two datasets are evaluated by human judgement. In
general, our method could get better results.

MinCut could only capture those sentences with higher
weights in the graph, which does not separate overall (general)
and aspect sentences. The Position method simply takes the
first and last several opinion sentences as the OOP, which is
not precise enough. Though many overall opinions are in the
first or the end, however, not all the sentences in these places
are OOPs. For both Mincut and Position, little linguistic
knowledge has been exploited for the task.

With LingRule, the explicit opinion sentence could be
found, while the implicit ones are easy to be ignored. For
Semi_PLSA, it uses the prior terms for indicating the overall
aspect, however, that’s still not robust due to the disadvantage
of topics models. For both LingRule and Semi_PLS A, the
positional information is not efficiently utilized.

4The improvement of our method is significant, since with the paired t-test,
p < 0.05.
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TABLE VI
EXPERIMENT RESULTS OF OVERALL OPINION SENTENCE RECOGNITION
(F-MEASURE).

Methods Oscar Data | Liu Data | McAuley Data

MinCut 0.38 0.41 0.47

Position 0.20 0.23 0.18

LingRule 0.48 0.51 0.55

Semi_PLSA | 033 0.42 0.50

SV Mste 0.51 0.59 0.58

SV Meop 0.62 0.66 0.70

TABLE VII
EXAMPLES OF THE OVERALL OPINION SENTENCES.

sentences position
1. Seriously an awesome phone!!! [title]
2. ... and I truely love it. 1/6
3. Overall, I think the iPod is a good player... 3/23
4. All in all, this is a wonderful device. 22/25
5. Overall the iPod really is an almost flawless beast. | 64/69
6. I highly recommend the S100 Digital Elph! 8/8
7. Overall this is a great camera. 20/25
8. It’s a beautiful thing! 16/16

Our method combines the linguistic features and positional
features for generating OOP sentence recognition. Moreover,
SV Me°P formulates the final OOP recognition together with
the document level sentiment classification, which leads to
a better result. This is also the reason why our method is
superior than SV M*!¢, though it has tried to explore the
hidden explains for document sentiment, however, it lacks
the explicit discrimination between overall opinions and other
opinion sentences.

We also give some example results in Table VII to verify
the quality of the extracted sentences. The first column is the
extracted OOPs in the reviews, and the second column is the
position of the sentence in that review, e.g. 1/6 means that
the sentence is the first sentence in the review, and the review
length is 6 sentences. Obviously, the linguistic clues help the
recognition of the sentence 3, 4, 5,7, the phrase ’overall’ and
’all in all’ are very discriminative. The recognition of sentence
2, and 8 are most possibly relied on the position signals. The
recognition of sentence 1 and 6 maybe is the combination of
the phrases, e.g. ’phone’, ’S100°, and position information.

3) Parameter setup and tuning: The parameter |S| adjusts
the number of extracted overall opinion sentences for our
model and is fine tuned in the development dataset.

In the experiments, the value of |S| ranges in [1,7]. The
optimal value is obtained when the best performance in
development set is achieved. Figure 2 shows the sentiment
classification results with different |S| during the parameter
tuning in Liu Data and McAulley Data.

We can find that, if | S| is too large, the classification results
will gradually become worse, since some sentences which
may be not OOP sentences are utilized for determining the
polarity of the document. This may have a negative impact in
final sentiment classification result. However, if the |S| is too
small, it will also affect the final classification result. That’s

- .-
UO'B”””’: ””” [ [ R [
[+ | | | | |
B | l l | |
= | | | | |
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(] | | | | |
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Fig. 2. The accuracy in the development set with different size of the S.

reasonable, because sometimes a review may contain several
overall opinion sentences, and the polarity of the overall
opinions could also be conflict, therefore, it’s crucial to well
explore the overall opinion for final sentiment prediction.

4) Case study: Several example reviews are collected in
Table VIII for further study. The first review is about Nomad
MP3 player and the second review is about iPod. The ex-
tracted overall opinion sentence/expressions are in bold. [title]
indicates that the sentence is the title. [O] stands for overall
opinion, and [A] stands for detailed aspect opinion. The label
"+’ is for positive opinion, while -’ is for negative opinion.

We can find that our method gives accurate results for both
reviews. Most of the aspect opinion sentences in the reviews
are negative, however the overall sentiment is positive. The
aspect opinion sentences greatly mislead the overall sentiment
prediction. It’s almost impossible to correctly classify sen-
timent of the reviews with existing methods, however, our
method can still make the correct prediction. In fact, our
method could perform well in both normal and abnormal
reviews.

L)

VII. CONCLUSION

In this paper, we explicitly pointed that overall opinion
sentences play a more important role in determining document
level sentiment, and presented an effective method based
on structural SVM to utilize overall opinion for sentiment
analysis. With our method, the overall opinion sentences
are taken as the hidden variables for document sentiment.
Multiple features are exploited to recognize candidate overall
opinion sentences for the model initialization which ensures
the accuracy. Experiments on benchmark sentiment analysis
datasets showed improved performance over previous results.
In the future, we will provide an automatic approach to decide
the numbers of candidate overall opinion sentences to make
our method more efficient.
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TABLE VIII
THE EXAMPLE REVIEWS AND CORRESPONDING RESULTS.

Reviews

[O, +][title] excellent product with a few minor problems. ... [O, +] I have
had the nomad jukebox for about three weeks now, and i am very happy
with it. [A, -] It ’s only slightly heavier than the ipod, [A, +] and has a longer
battery life. [A, +] the storage capacity is great for me — — i have a large but
not huge cd collection and have loaded everything i want to listen to on it and
still have 13 gigabytes free. [A, -] The controls are somewhat harder to use
than the ipod ... [A, -] Loading cds was somewhat time-consuming ... [A, -]
My only reservations ... the tagging process and the way it interacts with the
software . ... [A, -] other tagging problems result from the nomad’s operating
system . ... [A, -] the software does not ignore “’the” when it lists the cds in
alphabetical order. [A, -] Finally , making playlists from the computer can be
complicated ... [O, +] The bottom line for me is that i am very happy with
this product . ...

[O, +][title] I love My iPod! Although iPods have been around for a few years,
they didn’t really get hot until now. I ended up (surprisingly) getting one for
Christmas. [O, +] I love the features on the iPod and the many things
you can do with it. It deserves a perfect 5-stars. [A, -] The only problem is
the battery life. [A, -] After about 3-4 months, you see your battery draining
faster than it should. [A, -] After a year, your battery is dead and you need
to replace it with a new one. [A, -] Apple’s iPod battery replacement service
costs $100! Amazing. You pay $300 for the iPod itself, then $100 to get
the battery fixed. If you look on Google or around the web’s many search
engines, you can find a site that will replace the battery at a cheaper price.
[A, -] Apple needs to step it up and get better, longer lasting batteries.
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