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ABSTRACT
Recently, extensive works based on convolutional neural network
(CNN) have shown great success in single image super-resolution
(SISR). In order to improve the SISR performance while reducing
the number of model parameters, some methods adopt multiple
recursive layers to enhance the intermediate features. However, in
the recursive process, these methods only use the output features
of current stage as the input of the next stage and neglect the out-
put features of historical stages, which degrades the performance
of the recursive blocks. The long-term dependencies can only be
learned implicitly during the recursive processes. To address these
issues, we propose the memory recursive network (MRNet) to make
full use of the output features at each stage. The proposed MRNet
utilizes a memory recursive module (MRM) to generate features
for each recursive stage, and then these features are fused by our
proposed ShuffleConv block. Specifically, MRM adopts a memory
updater block to explicitly model the long-term dependencies be-
tween the output features of historical recursive stages. The output
features from the memory updater will be used as the input of
the next recursive stage and will be continuously updated during
the recursions. To reduce the number of parameters and ease the
training difficulty, we introduce a ShuffleConv module to fuse the
features from different recursive stages, which is much more effec-
tive than using plain convolutional combinations. Comprehensive
experiments demonstrate that the proposed MRNet achieves state-
of-the-art SISR performance while using much fewer parameters.
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1 INTRODUCTION
Single image super-resolution (SISR) is the process of reconstructing
high-resolution (HR) image by using a single low-resolution (LR)
image, which is a typical ill-posed problem since an LR image can
be downsampled from multiple HR images. Various methods have
been proposed to solve this problem, such as interpolation-based
methods [18, 32], reconstruction-based methods [34] and learning-
based methods [4, 11, 14, 24–26, 29, 30]. In recent years, with the
progress of deep learning (DL) research and the improvement of
computer performance, the training process of deep neural network
(DNN) is no longer an obstacle for SR tasks, so DL-based methods
have become a research hotspot.

Since convolutional neural network (CNN) can make full use
of the local spatial coherence of the image, using CNN to tackle
the SISR task is the most commonly used method in DL-based
methods [4, 14, 26]. Dong et al. [4] firstly proposed a three-layer
CNN model named SRCNN to establish the mapping relationship
between LR and HR, which has better reconstruction results com-
pared with the conventional learning-based methods. A deeper
network has larger receptive fields and can retain more contextual
information, so adopting deeper networks can often achieve bet-
ter performance, but it is difficult to train a deep CNN due to the
vanishing gradient and exploding gradient problems. To alleviate
the impact of these problems on training, residual learning [7] and
dense connection [10] strategies are widely adopted by SR mod-
els [14, 21, 31, 36, 37]. Zhang et al. [36] introduced a residual in
residual (RIR) structure to form a very deep network RCAN (400
convolutional layers), which has excellent performance with 16M
parameters. Other very deep networks also have large number of
parameters, such as EDSR [21] (43M) and RDN [37] (22M), these
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Figure 1: The architecture of proposed MRNet.

large-capacity networks usually consume huge computing and stor-
age resources which are less applicable to resource-constrained
equipment. At the same time, increasing the depth of the model
will also increase the risk of model overfitting.

In order to obtain a larger receptive field and higher-level feature
representation without introducing too many parameters, recursive
learning is employed in SR task [2, 6, 15, 20, 27, 28]. A recursive net-
work usually applies the same recursive module to process features
multiple times. Kim et al. [15] used the same single convolutional
layer in their 16-recursion DRCN, thus DRCN has the receptive field
of 41 by 41, which is larger compared to SRCNN. Although DRCN
can achieve superior results using a three-layer CNN, it is very
difficult to learn the mapping of different levels of features with a
single weight layer [15]. Tai et al. [27] adopted residual learning
and multi-path structure to address the shortcoming of DRCN, but
the output features of each recursion are not well exploited. To
handle the issue of restricted long-term memory, Tai et al. [28] pro-
posed MemNet which employs a recursive unit and a gate unit to
explicitly mine persistent memory. However, the recursive unit in
Memnet only receives the information from the last recursion. Li et
al. [20] used a 1 × 1 convolution in their proposed SRFBN to refine
low-level representations with high-level information, but SRFBN
only adopted the features of the last recursion in each recursion
to refine the output features, which can not make full use of the
information generated by the entire recursive process.

To handle these drawbacks, we propose the memory recursive
network (MRNet) for lightweight and accurate SISR (Figure 1). MR-
Net directly uses the LR image as input to reduce the amount of
calculation, after extracting the shallow feature using two convo-
lutional layers, our proposed memory recursive module (MRM)
is used to enhance the features during the recursive phase. MRM
adopts a memory updater to explicitly model the long-term depen-
dencies between the output features of historical recursive stages.
The output features from the memory updater will be used as the
input of the next recursive stage and will be continuously updated
during the recursions. In order to make full use of the features
generated at different recursive stages, these features will be fused
by our proposed ShuffleConv module and then produce the final
HR image. 1 × 1 convolution is the most commonly used feature
fusion method in many previous studies[2, 15, 28, 37], but when the
number of input feature channels is large, it will lead to heavy pa-
rameters and optimization difficulty. We propose the ShuffleConv
module to reduce the number of parameters by using the local
feature fusion strategy.

In summary, Our contributions can be summarized as follows:

• We propose a recursive model named memory recursive net-
work (MRNet) for the SISR task. MRNet makes full use of the
output features at each recursive stage, thus it can achieve
higher performance with fewer parameters.

• We propose an efficient recursive module called the mem-
ory recursive module (MRM), which leverages the historical
features to compensate for the input feature. The historical
features will also be adjusted automatically with the recur-
sive process, so it can continuously improve the quality of
input features.

• We propose a ShuffleConv module to fuse the features from
different recursive stages more effectively. ShuffleConv uses
local feature fusion so that it has fewer parameters than the
normal 1 × 1 convolution.

2 RELATEDWORK
2.1 Deep learning based SISR
Recently, deep-learning-based methods have shown excellent per-
formance in the SISR task. Dong et al. [4] firstly proposed a three-
layers CNN network named SRCNN to model the mapping between
interpolated LR and HR. Kim et al. [14] proposed a 20-layers CNN
model that employs residual learning and gradient clipping strate-
gies to overcome the difficulty of optimization. These methods usu-
ally interpolate the LR image to the desired size before sending it to
the networks, which not only introduces noise and blurring but also
increases computation cost. Thus some methods performed the up-
sampling operation at the end of the SRmodel [5, 26]. Dong et al. [5]
adopted the deconvolution layer at the end of their FSRCNN model,
so most of the calculations are performed in low-dimensional space,
which greatly reduces the amount of calculation and storage con-
sumption. A sub-pixel convolution was proposed in ESPCN [26] to
upsample features end-to-end, this sub-pixel layer is widely adopted
by SR models [2, 21, 36, 37]. To reduce the training difficulty for
large scaling factor SR model, LapSRN [16] used a cascade of CNNs
to progressively reconstruct HR images, and LapSRN supervised
the reconstructed image at each upsampling stage.

In terms of network design, because residual learning [7] and
dense connections [10] can alleviate the vanishing gradient and
exploding gradient problems, these structures are wildly used in
SR tasks. SRResnet [17] used a 16-blocks deep ResNet [7] to handle
the training difficult in the SR problem. Lim et al. [21] discarded
the batch normalization layer in SRResnet and designed a very
deep residual network to generate higher performance. Zhang et
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(a) DRCN [15]
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(b) DRRN [27]
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(c) SRFBN [20]
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(d) MRM

Figure 2: Some typical structures of the recursive model and
the proposed MRM.

al.[36] adopted channel attention[9] into the residual block to form
a very deep network (more than 400 convolutional layers). Tong et
al. [31] introduced SRDensenet which uses a dense connection to
strengthen feature propagation and boost feature reuse. Zhang et
al.[37] combined the residual learning and dense connection in their
proposed RDN to make full use of all the hierarchical features from
the original LR image. In order to control the amount of parameters
and calculation of the SR model, Ahn et al. [2] proposed an accurate
and lightweight deep network using the cascading mechanism to
extract features. Hui et al. [13] designed an information distillation
network for better extracting features.

2.2 Recursive convolutional network for SISR
To achieve larger receptive fields and obtain high-level features
without increasing overwhelming parameters, recursive learning
was widely adopted in SR models [2, 6, 15, 20, 27, 28]. Usually, the
recursive model will apply the same module multiple times to en-
hance the features in the recursive process. Kim et al. [15] built a
16-recursion DRCN using a single convolutional layer as the recur-
sive unit, recursive supervision and skip connections are employed
in DRCN to ease the training difficulty. Tai et al. [27] adopted global
and local residual learning in their proposed DRRN to mitigate
the difficulty of training. MemNet [28] introduced a recursive unit
and a gate unit to compose the memory block, so the recursive
unit can learn multi-level representations under different receptive
fields. Ahn et al. [2] developed CARN-M which utilizes recursive
cascading block to reduce the parameters. Han et al. [6] proposed
a dual-state recurrent network (DSRN), DSRN exploits both LR
and HR signals to get more accurate reconstruction features. Li et
al. [20] proposed a feedback network (SRFBN) to refine low-level
features with high-level representations, SRFBN uses a recursive
module to achieve such feedback manner.

Since most of the recursive networks for SR task are similar,
we summarize several typical structures in this part. As shown in
Figure 2(a), we unfold the entire recursive process intoT iterations,
for a specific iteration i , the output features xi in DRCN [15] can

be obtained by:
xi = fCB (xi−1) (1)

xi = fCB ( fCB (· · · ( fCB (x0)))) (2)
where Equation 2 is the unfolded form of Equation 1, x0 denotes
the initial input of the recursive module and xi is the output of the
recursive module at the ith iteration, fCB denotes the operations
of the convolution block. It is worth noting that MemNet [28] also
adopts this type of recursive formula and uses a 1×1 convolution
to fuse the output feature of each recursion.

DRRN[27] employed residual learning to ease the training diffi-
culty, the basic operation in the recursive module at the i-th itera-
tion can be formulated as:

xi = x0 + fCB (xi−1) (3)

the only difference between DRCN and DRRN in the recursive
module is that DRRN introduces residual learning, which allows
the recursive module to learn the residual of x0.

SRFBN [20] adopted a feedback block to generate high-level
representations. The initial low-level input x0 is enhanced by the
high-level output information xi−1 obtained at the (i − 1)-th itera-
tion. This operation can be described as follows:

xi = fCB ( fconv1 ([x0,xi−1])) (4)

where fconv1 denotes the 1×1 convolution. So SRFBN can use the
high-level features generated by the last recursion to continuously
enhance the initial input during the recursive process.

3 MEMORY RECURSIVE NETWORK
In this section, we will introduce the details of our proposed MRNet.
Specifically, we start with the overall architecture of MRNet, then
describe the memory updating mechanism in our proposed MRM
about how it leverages the historical features to generate input
features for the next iteration. Finally, we explain the detailed cal-
culation process of our proposed ShuffleConv and the differences
between ShuffleConv and the plain convolutions.

3.1 Network architecture
As shown in Figure 1, the proposed MRNet mainly consists of
three parts: shallow feature extraction block (SFE), recursive feature
enhance block (RFE) and a reconstruction block (RB). Let’s denote
x and y as the input LR image and output HR image of MRNet,
respectively. The output shallow feature x0 can be obtained by:

x0 = fSF E (x ) (5)

where fSF E represents the function of shallow feature extraction
block, we use two convolution layers and one ReLU layer in SFE.
Then the low-level featurex0 is sent to the recursive feature enhance
block to learn high-level features.

In order to better elaborate the calculation process of RFE, we
unfold RFE along the temporal direction to a fixed T iterations. As
shown in the red box in Figure 1, the MRM in the figure are shared
between iterations. The detailed information about MRM will be
introduced in Section 3.2. In this part, we simplify MRM to consist
of two inputs and two outputs. The operation of MRM at the i-th
iteration can be formulated as:

xi ,hi = fMRM (x0,hi−1) (6)
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where xi is the output features generated by MRM at the i-th it-
eration, hi denotes the historical memory information at the i-th
iteration, fMRM is the operation collection in MRM. It is worth
noting that in the first recursion (i=1), we use x0 as the historical
memory information (h0 = x0).

AfterT iterations, MRM will generateT features (x1, x2, · · · , xT ),
these features are then fed into the reconstruction block to generate
the HR image. The operation in RB can be described as:

y = fRC ( fSC ([x1,x2, · · · ,xT ])) (7)

where fRC denotes the final reconstruction convolutions in Figure
1, which has two convolution layer and one ReLU layer. fSC is the
operations in ShuffleConv, the details about ShuffleConv will be
shown in Section 3.3. Since features generated at different iterations
contain abundant information for reconstruction, these hierarchical
features are aggregated by ShuffleConv for a better SR performance.

3.2 Memory recursive module
From the summary in Section2.2, we note that most recursive mod-
els only use the output features of current stage as the input of the
next stage and neglect the output features of historical stages, which
hinders the performance of the model. The long-term dependencies
can only be learned implicitly during the recursive processes. To
address these problems, we propose a memory recursive module
(MRM), which consists of an input encoder (IE) and a memory
updater (MU). As shown in Figure 2(d), the memory updater is
responsible for fusing historical features. The operations in MRM
at the i-th iteration can be formulated as:

mi = fI E ([x0,hi−1]) (8)

ri = fCB (mi ) (9)
xi = ri + x0 (10)

hi = fMU ([ri ,hi−1]) (11)
where fI E is the operations in the input encoder,mi denotes the
encoded memory information which will be used as the input of
the following convolution block, fCB denotes the function of the
convolution block, ri is the output of the convolution block. fMU
represents the function of the memory updater. Both input encoder
and memory updater are implemented using the 1×1 convolution
to keep the model lightweight enough for SISR.

MRM first uses the input encoder to encode the initial low-level
feature x0 and historical information hi−1 to obtain the fused mem-
ory feature mi . After extracting features using the convolution
block, the output feature ri is then used to update the historical
information (Equation 11) and obtain the output feature (Equation
10) at the i-th iteration. We employ residual learning in Equation 10
to get a better convergence. The proposed MRM can enhance the in-
put feature more effectively and make the input of the convolution
block more stable. Since the historical information hi is updated
according to ri and hi−1, the output feature ri is fully utilized by
subsequent iterations.

As for the convolution block fCB in MRM, we adopt the same
residual block as EDSR [21]. As shown in Figure 3, the convolution
block consists of multiple residual blocks and has a convolution
layer at the end. Residual learning enables the module to extract
features more effectively.
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Shuffle

1 2 3 41 2 3 41 2 3 4

Linear+ReLU

Pixel-Shuffle

Figure 4: The architecture of proposed ShuffleConv.

3.3 ShuffleConv module
To make full use of the hierarchical features produced by MRM, we
propose the ShuffleConv module that can aggregate features more
effectively. The conventional way for feature fusion is to employ
a 1 × 1 convolution [2, 15, 28, 37]. However, when the volume of
input features is very large and redundant, it is not efficient enough
to use the 1 × 1 convolution for feature fusion. In the scenario
of recursive learning, the output features generated by different
iterations are strongly correlated since the convolution weights are
shared between iterations. Besides, when the number of recursion is
very large, the 1× 1 convolution would introduce a large number of
parameters. Let’s denote xi j as the feature map of the j-th channel
for the i-th iteration. Because xaj and xbj are obtained by the
same set of convolution weights, the correlation between them is
stronger than others. Here, we propose the ShuffleConv module to
perform local feature fusion by grouping the strongly correlated
features, which can aggregate features more effectively and save a
considerable number of parameters.

As shown in Figure 4, for simplicity, we suppose that there has
only one pixel in the feature map, the feature channel is 4, the
scaling factor is 2 and the total number of iterations is 3. Squares
of the same color in the figure belong to the same feature maps
in a iteration and the numbers represent the channel indexes of
the feature maps. We first group these features according to their
channel indexes. For features in each group, a linear layer and ReLU
function are adopted to generate a specific number of channels.
Finally, Pixel-Shuffle[26] is utilized to get the HR feature map.

Let c0 represent the number of channels for output features in
MRM, the total number of iterations isT , and the scaling factor is s .
For conventional 1×1 convolution, the number of input channels is
T × c0, and the number of output channel before the Pixel-Shuffle
layer is c0 × s2, so the total number of parameters isT × c0 × c0 × s2.
In our proposed ShuffleConv, the parameter of each linear layer
is T × s2, and the total number of linear layer is c0, thus the total
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parameter in ShuffleConv is T × c0 × s2. So the parameter of 1×1
convolution is c0 times that of ShuffleConv.

It should be noted that ShuffleNet [35] and our proposed Shuf-
fleConv have some similar ideas. The purpose of shuffle operation
in ShuffleNet is to enable cross-group information interchange be-
cause the group convolution layer hinders the information flow. In
ShuffleConv, we use the shuffle operation to group feature maps
of strong correlation to fuse the features locally and then generate
the high-resolution feature maps.

3.4 Discussions
Difference to MemNet. MemNet [28] is designed to achieve per-
sistent memory. The memory block in MemNet is mainly composed
of a recursive unit and a gate unit, the recursive unit can generate
multi-level representations in the recursive process and these repre-
sentations will be sent to the gate unit to control the long-term and
short-term memory. The differences between MRNet and MemNet
are: 1) MemNet only adopts the output features in the last iteration
as the input of the recursive unit in their proposed memory block,
which neglects the difference between these features and not fully
utilizes the output features in each recursion. In our proposed MR-
Net, we use an input encoder to fuse the initial feature and historical
feature. The output features in each recursion are utilized to update
historical information and sent to the ShuffleConv module to get
the reconstructed HR features, so these multi-level features can be
fully utilized in MRNet. 2) MemNet adopts a gate unit to learn the
weights for different memories adaptively which is more similar
to dense connection, and too many input memories make it impos-
sible to effectively use these memories due to training difficulty.
Our proposed MRNet updates memories by the last memories and
the current output, which has fewer parameters and is easier to
optimize, and these memories can be utilized more efficiently in
the next recursion.

Difference to SRFBN. SRRFBN [20] employs a feedback mech-
anism to refine low-level representations with high-level informa-
tion. The feedback mechanism is implemented by supervising each
recursive process. The main differences betweenMRNet and SRFBN
are: 1) The feature extraction block used in SRFBN is a downsample-
upsample unit, while our proposed MRNet only adopts the most
commonly used residual structure to prove the effectiveness of
MRM. 2) SRFBN employs a feedback mechanism to refine low-level
features, in our proposed MRNet, we only use common feedforward
methods to continuously use historical information to enhance the
original input features. 3) SRFBN refines the initial input only using
the high-level feature in the last iteration, but the historical infor-
mation utilized by MRNet will be updated at each iteration with
the last historical information and the current output, which can
refine the initial input more effectively.

4 EXPERIMENTS
4.1 Settings
In our proposed MRNet, the kernel size in the first convolution
layer of SFE is 7×7 to obtain enough information from the original
LR image. The number of channels of all feature maps in the inter-
mediate layers is set to 64 (c0=64). The ConvBlock in MRM uses
10 ResBlocks to extract features. We adopt different iterations for
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(a) Input encoder
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(b) Memory updater
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Figure 5: Modules used in ablation study.

Table 1: Ablation results of different recursivemodules used
in MRNet. The scaling factor is ×2, we use PSNR (dB) values
after training 400 epochs.

Method Params Set5 Set14
Baseline model 862K 37.84 33.46
Residual model 862K 37.89 33.49
Input encoder 870K 37.92 33.51

Memory updater 870K 37.90 33.54
MRM 878K 37.94 33.63

different scaling factors to ensure performance while keeping the
model lightweight enough. The number of iterations is 4, 6 and 8
when the scaling factor is 2, 3 and 4 respectively.

Following [2, 20, 21, 36, 37], we train the proposed MRNet with
800 training images of DIV2K dataset [1]. During training, for each
batch of input, we randomly select 16 LR RGB patches with the size
48×48, then data augmentation is performed by flipping horizon-
tally or vertically or rotating 90◦. We set 1000 iterations of back-
propagation as an epoch and use ADAM optimizer with β1 = 0.9,
and ϵ = 10−8. The learning rate is initialized as 10−4 and decreases
to half for every 2×105 iterations during the total 106 iterations.
The loss function we used is L1 loss. We use PyTorch framework
to implement the proposed MRNet with a Nvidia 1080Ti GPU. For
evaluation, we adopt five standard benchmark datasets: Set5 [3],
Set14 [33], BSD100 [22], Urban100 [12] and Manga109 [23]. We
evaluate the results using two commonly used evaluation metrics:
peak signal-to-noise ratio (PSNR) and structural similarity (SSIM).
The SR results are calculated on Y channel of transformed YCbCr
space. As in the previous works [2, 4, 15, 21, 27, 28, 36, 37], we adopt
the Bicubic degradation model in this paper.

4.2 Effects of memory recursive module
4.2.1 Ablation study. To investigate the effect of the input encoder
and memory updater, we set up a set of ablation experiments. As
shown in Figure 5, memory updater is removed in Figure 5(a), and
because there is no historical information hi−1 in Figure 5(a), the
output xi−1 of last iteration is used as the input. It is worth noting
that this structure is similar to the structure of SRFBN (Figure 2(c)).
We then remove the input encoder inMRM and usehi−1 as the input
of the module (Figure 5(b)). To better illustrate the effectiveness
of MRM, we also train a baseline model using the same recursive
structure as DRCN (Figure 2(a)) and a residual model like DRRN
(Figure 2(b)). We set the scaling factor to ×2 and train all models
for 400 epochs to ensure the stability of the results.
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Figure 6: Spectral densities of the average feature maps of
mi for different recursions.

Table 2: Performance comparison of the ShuffleConv and
baseline methods at different recursions. The scaling factor
is ×2, we use PSNR (dB) values after training 400 epochs.

Recursion 2 4 6 8 10

baseline Params 1033K 1041K 1049K 1058K 1066K
Set5 (dB) 37.87 37.93 37.97 38.00 38.02

ShuffleConv Params 882K 887K 891K 896K 900K
Set5 (dB) 37.88 37.99 38.02 37.97 38.00

As shown in Table 1. The baseline model adopts the recursive
structure used in DRCN, where the output features of each iteration
are not fully utilized, so the reconstruction performance is not very
satisfactory. Adopting residual learning like DRRN improves the
results slightly, but the historical information is not well exploited.
Using the input encoder can increase the performance since it can
fuse the initial input x0 and the output feature xi−1 of the last iter-
ation, which makes the input features of ConvBlock more stable.
By utilizing the memory updater to encode historical information,
the results are also better than the baseline model. Comparing the
performance of baseline model and MRM, we find that MRM can
improve 0.17dB on Set14 without increasing too many parameters,
which proves the effectiveness of the proposed MRM. We can draw
conclusions from the above analysis that the proposedMRM can uti-
lize the features generated by different recursions more effectively
than previous recursive modules [15, 20, 27].

4.2.2 Frequency domain analysis of MRM. To further analyze the
changes of features in different recursions, we analyze the encoded
featuresmi of MRM in the frequency domain. Inspired by [20, 28],
we first perform a fast Fourier transform on the average feature
maps ofmi and center their spectrum. Then we estimate the mean
of spectral densities for continuous frequency ranges by placing
concentric circles. The visualization results are depicted in Figure
6. By analyzing the spectral density ofmi , we can conclude that
the output features of input encoder are continuously enhanced
during the recursive process so that the low frequency parts are
suppressed and the high frequency parts are strengthened, which
further proves the effectiveness of the MRM module.
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Figure 7: IPSNR on Set5 under different recursions. The base
PSNR in the label represents the PSNR resultwhen the recur-
sion number is 2.

4.3 Effects of ShuffleConv
Our proposed MRNet uses ShuffleConv in the reconstruction block
to aggregate features from different recursions. To validate the
effectiveness of ShuffleConv, we compare it with the conventional
1× 1 convolution under different number of recursions. Specifically,
we set the number of recursions (T ) to 2, 4, 6, 8, and 10, and the
scaling factor is ×2. For comparison, we use 1×1 convolution for
feature fusion and 3×3 convolution for HR feature generation in the
baseline model. In order to ensure that the network could be fully
trained, we train 400 epochs for both models. Table 2 shows the
detailed performance comparison. As we can see, the ShuffleConv
method can achieve similar results with the baseline while using
much fewer parameters, which indicates the effectiveness of our
method.

4.4 Study of recursion
Recursion depth is the main factor affecting the performance of the
recursive model. In this section, we study the effect of increasing
recursion depth with different scaling factors. Firstly, we set the
number of recursions (T ) to 2, 4, 6, 8, and 10. Then we train the
proposed MRNet by setting the scaling factors to ×2, ×3, and ×4.
All 15 models are trained with 400 Epochs to ensure the stability of
the results. The results are depicted in Figure 7. To better visualize
the results, at each scaling factor, we calculate the PSNR difference
between different recursionwithT = 2 (IPSNR). Aswe can see, most
of the time our proposed MRNet can be continuously improved
when increasing T . Meanwhile, we notice that when the scaling
factor is ×4, the performance ofT = 10 is worse thanT = 8, and we
also find that the training loss atT = 10 is greater thanT = 8 during
the entire training process. We speculate that the main reason for
its performance degradation is that when the scaling factor is large,
the LR input is more rough in spatial content so it just need amodest
number of recursions to make the network focus on current spatial
context.

Poster Session G1: Deep Learning for Multimedia MM '20, October 12–16, 2020, Seattle, WA, USA

2207



Table 3: Average PSNR/SSIM for scaling factor ×2, ×3 and ×4. Best and second-best results are highlighted in red/blue text.

Method Scale Params MAC Set5 Set14 BSD100 Urban100 Manga109
PSNR/SSIM PSNR/SSIM PSNR/SSIM PSNR/SSIM PSNR/SSIM

Bicubic

×2

- - 33.66/0.9299 30.24/0.8688 29.56/0.8431 26.88/0.8403 30.80/0.9339
VDSR[14] 0.67M 612.6G 37.53/0.9587 33.03/0.9124 31.90/0.8960 30.76/0.9140 37.22/0.9750
DRCN[15] 1.77M 17974.3G 37.63/0.9588 33.04/0.9118 31.85/0.8942 30.75/0.9133 37.55/0.9732
DRRN[27] 0.30M 6796.9G 37.74/0.9591 33.23/0.9136 32.05/0.8973 31.23/0.9188 37.88/0.9749
IDN[13] 0.55M 123.5G 37.83/0.9600 33.30/0.9148 32.08/0.8985 31.27/0.9196 38.01/0.9749

MemNet[28] 0.68M 2662.4G 37.78/0.9597 33.28/0.9142 32.08/0.8978 31.31/0.9195 37.72/0.9740
CARN[2] 1.59M 222.8G 37.76/0.9590 33.52/0.9166 32.09/0.8978 31.92/0.9256 38.36/0.9765

MDSR_baseline[21] 3.23M 411.2G 37.98/0.9605 33.58/0.9181 32.18/0.8997 32.09/0.9284 38.48/0.9768
MSRN[19] 5.89M 1356.8G 38.08/0.9605 33.74/0.9170 32.23/0.9013 32.22/0.9326 38.82/0.9868

OISR-RK2[8] 4.97M 1145.7G 38.12/0.9609 33.80/0.9193 32.26/0.9006 32.48/0.9317 38.78/0.9774
MRNet-S (Ours) 0.88M 776.5G 38.06/0.9607 33.81/0.9197 32.25/0.9004 32.40/0.9309 38.78/0.9774
MRNet (Ours) 1.06M 776.5G 38.14/0.9610 33.83/0.9199 32.28/0.9008 32.63/0.9330 39.00/0.9777

Bicubic

×3

- - 30.39/0.8682 27.55/0.7742 27.21/0.7385 24.46/0.7349 26.95/0.8556
VDSR[14] 0.67M 612.6G 33.66/0.9213 29.77/0.8314 28.82/0.7976 27.14/0.8279 32.01/0.9340
DRCN[15] 1.77M 17974.3G 33.82/0.9226 29.76/0.8311 28.80/0.7963 27.15/0.8276 32.24/0.9343
DRRN[27] 0.30M 6796.9G 34.03/0.9244 29.96/0.8349 28.95/0.8004 27.53/0.8378 32.71/0.9379
IDN[13] 0.55M 54.8G 34.11/0.9253 29.99/0.8354 28.95/0.8013 27.42/0.8359 32.71/0.9381

MemNet[28] 0.68M 2662.4G 34.09/0.9248 30.00/0.8350 28.96/0.8001 27.56/0.8376 32.51/0.9369
CARN[2] 1.59M 118.8G 34.29/0.9255 30.29/0.8407 29.06/0.8034 28.06/0.8493 33.50/0.9440

MDSR_baseline[21] 3.23M 202.3G 34.37/0.9270 30.33/0.8427 29.10/0.8055 28.16/0.8529 33.52/0.9444
MSRN[19] 6.08M 621.2G 34.38/0.9262 30.34/0.8395 29.08/0.8041 28.08/0.8554 33.44/0.9427

OISR-RK2[8] 5.64M 578.6G 34.55/0.9282 30.46/0.8443 29.18/0.8075 28.50/0.8597 33.79/0.9464
MRNet-S (Ours) 0.88M 526.6G 34.52/0.9281 30.45/0.8445 29.18/0.8072 28.50/0.8598 33.88/0.9465
MRNet (Ours) 1.06M 526.6G 34.68/0.9292 30.56/0.8463 29.24/0.8083 28.70/0.8633 34.19/0.9481

Bicubic

×4

- - 28.42/0.8104 26.00/0.7027 25.96/0.6675 23.14/0.6577 24.89/0.7866
VDSR[14] 0.67M 612.6G 31.35/0.8838 28.01/0.7674 27.29/0.7251 25.18/0.7524 28.83/0.8870
DRCN[15] 1.77M 17974.3G 31.53/0.8854 28.02/0.7670 27.23/0.7233 25.14/0.7510 28.93/0.8854
DRRN[27] 0.30M 6796.9G 31.68/0.8888 28.21/0.7720 27.38/0.7284 25.44/0.7638 29.45/0.8946
IDN[13] 0.56M 30.9G 31.82/0.8903 28.25/0.7730 27.41/0.7297 25.41/0.7632 29.41/0.8942

MemNet[28] 0.68M 2662.4G 31.74/0.8893 28.26/0.7723 27.40/0.7281 25.50/0.7630 29.42/0.8942
CARN[2] 1.59M 90.9G 32.13/0.8937 28.60/0.7806 27.58/0.7349 26.07/0.7837 30.47/0.9084

MDSR_baseline[21] 3.23M 138.0G 32.16/0.8947 28.60/0.7823 27.58/0.7367 26.07/0.7858 30.48/0.9080
SRDenseNet[31] 2.02M 389.9G 32.02/0.8934 28.50/0.7782 27.53/0.7337 26.05/0.7819 -

MSRN[19] 6.33M 365.1G 32.07/0.8903 28.60/0.7751 27.52/0.7273 26.04/0.7896 30.17/0.9034
SRFBN [20] 3.63M 7466.1G 32.39/0.8970 28.77/0.7860 27.68/0.7400 26.47/0.7980 30.96/0.9140
OISR-RK2[8] 5.50M 412.2G 32.32/0.8965 28.72/0.7843 27.66/0.7390 26.37/0.7953 30.76/0.9123

MRNet-S (Ours) 0.89M 403.8G 32.39/0.8972 28.77/0.7854 27.66/0.7391 26.41/0.7960 30.90/0.9130
MRNet (Ours) 1.06M 403.8G 32.51/0.8987 28.81/0.7868 27.73/0.7412 26.60/0.8015 31.14/0.9155

4.5 Comparison with the state-of-the-arts
In order to further demonstrate the performance of our proposed
MRNet, we adopt the same multi-scale structure as MDSR [21]
to train the final MRNet. Specifically, for networks with different
scaling factors, our MRNet uses different SFEs and RBs, and the
middle RFE module is shared. Therefore, under different scaling
factors, MRNet first uses different SFEs to extract shallow features
and then uses the same MRM module to enhance the features.

Finally, features generated by the MRM are fed to the specific RB
module to generate the HR images.

We compare our MRNet with several state-of-the-art methods:
VDSR [14], DRCN [15], DRRN [27], IDN [13],MemNet [28], CARN [2],
SRDenseNet [31], MSRN [19], SRFBN [20], and OISR-RK-2 [8]. As
shown in Table 3, The MRNet-S model refers to our MRNet with
single-scale structure. Multiply-accumulate operations (MAC) are
calculated under the assumption that the size of the output image
is 1280×720. Note that SRFBN [20] uses DIV2K+Flickr2K dataset
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Figure 8: Visual comparisons of MRNet with other SOTA SR methods with scaling factor ×4. Zoom in for a better visual
experience.

(DF2K, 800+2650, 2K images) to train their model, the author also
provides the results of SRFBN trained using the DIV2K dataset at ×4
scaling factor, which are included in Table 3. Our proposedMRNet-S
can achieve better results than most networks with fewer parame-
ters, and the multi-scale version MRNet can take full advantage of
the multi-scale training. It adopts the sameMRM to enhance the fea-
tures for different scaling factors, which achieves better results than
MRNet-S. In comparison to the multi-scale model MDSR-baseline,
which has seven times as many parameters as MRNet, MRNet can
also achieve better results with much fewer parameters. Figure 9
shows the comparison of PSNR versus the number of parameters,
the performance of our MRNet greatly surpasses some previous
recursive models like DRCN, DRRN and MemNet. Compared with
SRFBN trained under the same training data, our model can also
achieve better results with fewer parameters and MAC (Table 3).

As shown in Figure 8, for “ppt3” from Set14, our MRNet can com-
pletely reconstruct the alignment of lines, while the lines predicted
by other methods are discontinuous. For “ima024” from Urban100,
the original input has been unable to distinguish these railings,
other models have not correctly reconstructed the area, but our
network has reconstructed the shape and direction of the railings.

5 CONCLUSION
In this paper, we proposed a novel recursive model for SISR called
memory recursive network (MRNet) to make the most of the output
feature of each recursion. By adopting the proposed memory recur-
sive module (MRM) in each recursion, the historical information of
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Figure 9: Comparison of PSNR vs. parameters on Set5 ×4.

each stage can be used more effectively. We also propose a Shuffle-
Conv module to fuse the features from different recursion, which is
more lightweight than the conventional 1× 1 convolution. Compre-
hensive experiments show the MRNet composed of these proposed
modules can better handle the features of different recursions and
enables the ConvBlock in the MRM to enhance the features more ac-
curately. At the same time, MRNet can boost the SISR performance
when increasing the recursion times appropriately. The comparison
on the benchmark datasets demonstrates that our MRNet could
achieve better performance with fewer parameters.
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