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Abstract. This paper presents an interactive object extraction approach
for stereo images. The extraction task on stereo images has two significan-
t differences compared to that on monoscopic images. First, the segmen-
tation for both images should be consistent. Second, stereo images have
implicit depth information, which supplies an important cue for object
extraction. In this paper, we generate consistent segmentation by putting
the correspondence relationship in a graph cut framework. Besides, we
leverage depth information, which is obtained by stereo matching, to
give a pre-estimation of foreground and background. The pre-estimation
is then used to generate accurate color models to perform a graph cut
based segmentation. To simplify the user interaction, we supply an in-
terface similar to GrabCut, which only needs the user to drag a compact
rectangle in most cases. The experiments show our approach works fast
and produces more satisfactory results than state-of-the-art.
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1 Introduction

Object extraction (segmentation) is a classical and widely studied problem which
aims at finding an optimal binary segmentation for pixels in an image. The two
categories of pixels are labeled as “Foreground (Object)” and “Background”
respectively. The technique has a large number of applications in object tracking,
instance recognition, image editing and so on. A lot of excellent methods have
been proposed to solve the problem. And today as the world is generating more
and more stereo images by mobile phones, stereo cameras and so on, it is urgently
required to develop object extraction methods for stereo images. However, the
traditional methods designed for monoscopic images can not be directly applied
to stereo images for two reasons.

First, a stereo image is made up of two slightly different images and the
segmentation should be consistent for both images. However, if we use traditional
methods for each image separately, the consistency can’t be guaranteed due to
the difference between the two images. Also the workload will be doubled. We
show an example in Fig. 1 (a).
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Fig. 1. Differences between object extraction on monoscopic images and stereo im-
ages. (a) GrabCut [1] is applied to the two images separately. The consistency can’t
be guaranteed due to the differences between the images and the user’s inputs. (b)
Stereo GrabCut is only applied to one image and produces consistent results. The
segmentation results are improved owing to the depth guidance.

Second, stereo images have implicit depth information, which can be used as
an important cue for segmentation. However, how to utilize the depth informa-
tion effectively has not yet been well studied before. Additionally, the disparity
map may be inaccurate and contain noise, which makes it difficult to analyze.

Our approach—Stereo GrabCut, takes the two points into consideration. For
the first one, we perform stereo matching to establish a correspondence relation-
ship between the two images to guarantee consistency. For the second point, we
use depth saliency analysis to get a pre-estimation of foreground and background
to improve the segmentation results. We show an example in Fig. 1.

To make the interaction easier for users, we design a user interface similar to
GrabCut [1]. First, the user drags a compact rectangle around an object then
we automatically generate an initial extraction result. Then, if the result needs
to be improved, the user can scribble with a foreground and background brush
for further editing. Generally our approach generates satisfactory results in the
first step. Besides, the operating time is acceptable for interactions. Typically,
computing the segmentation for a 320×240×2 stereo image takes 0.9 second.

2 Previous Work

For monoscopic images there have been a lot of successful interactive method-
s [2,3,4,1,5]. The graph cut based methods [4,1,5] model the segmentation task
as a energy minimization problem. These methods make a best balance between
data observation and smoothness. However, as we illustrated before, these meth-
ods can’t be directly applied to stereo images.

Recently a few works have focused on consistent segmentation for stereo
images [6,7,8]. Price et al. [6] proposed a consistent interactive object selection
framework based on graph cut [4]. The method enforces consistency using dense
stereo correspondence probability distributions. In [7] Tasli et al. used sparse
corresponding to enforce consistency. These methods depend on the selection of
initial seeds and thus are hard to master for amateur users. Besides,the depth
information has not been used.
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Leveraging depth information for object extraction has been introduced to
some special purpose applications [9,10,11]. These methods focus more on au-
tomatic segmentation in particular domains and produce segmentation results
for only one view. In contrast, our approach focus more on general purpose
segmentation and preserving consistency.

The methods based on saliency analysis [12,13] for object extraction have
attracted a large attention because the results are more natural and percep-
tual acceptable. While previous methods focus on color images, Niu et al. [13]
proposed two methods to use stereo information for saliency analysis. One is
based on global contrast [12] and the other is based on stereoscopic photography
knowledge. However the priors are not usually satisfied which makes it limited
in general purpose applications. To overcome the limitations, we utilize the user-
s’ inputs to guide depth saliency analysis and use the results to generate color
models for graph cuts, which is similar to [14].

3 Approach

We give an overview of our approach in Fig. 2. We assume the input stereo images
are rectified so that the corresponding pixels in both images are constrained in
the same horizontal line. In step 1, the user drags a rectangle around the object.
Then we perform stereo matching to get the disparity map. We compute the
saliency map in the user selected area based on the disparity information and
then give a pre-estimation of foreground and background. The pre-estimation is
used to create the color models. Next we construct the graph model using the
stereo image, the disparity map and the color models. At last we optimize the
model by a max-flow/min-cut algorithm [15] to get initial segmentation results.
If it is needed, in step 2, the user improves the details using a foreground and
background brush. The color models, graph model and optimal flow are re-
computed. Step 2 can be repeated until the user gets the satisfactory results.
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3.1 Stereo Matching and Consistent Segmentation

The disparity map plays a key role in consistent segmentation and pre-estimation
of foreground and background. However, today there still doesn’t exist a perfect
solution for stereo matching [16]. To overcome the problem, first we choose a
robust and fast stereo matching algorithm called ELAS [17] to get the disparity
map. The algorithm has been tested on the KITTI vision benchmark [18] which
contains lots of challenging stereo pairs for autonomous driving task and per-
forms excellent. Second, we don’t require very accurate disparity maps for the
following processes, which will be showed in the following.

Next we add the correspondence constraint to the global energy function:

E(A) =
∑

p∈Pl∪Pr

Rp(Ap) + λB

∑

{p,q}∈NB

B{p,q} | Ap −Aq |

+ λC

∑

{pl,qr}∈NC

C{pl,qr} | Apl
−Aqr |

(1)

where E(A) is the global energy.
In the right of the formulation, the first two terms R and B are almost

the same with [4]. The first term (region term) reflects the penalty for assigning
“Object” or “background” to pixel p. This can be interpreted as how the intensity
of a pixel p fits into a color model:

Rp(Ap) = − logP (Ap|cp) (2)

where P (Ap|cp) is the probability of p assigned with Ap given its color cp. In our
approach, we use the Gaussian mixture model (GMM) for color modeling. p ∈
Pl ∪ Pr indicates all pixels in the left and right image. The second term measures
the boundary properties between two neighboring pixels p and q. {p, q} ∈ NB

indicates all neighboring pixels in the left and right image. The term indicates
when p and q have similar colors they should be assigned with the same label
and vice versa. The coefficient B{p,q} is defined as exp(−β|| cp − cq ||

2
) in [4],

where β is a constant controls the smoothing strength. The coefficient λB stands
for a relative importance of boundary term to the other two terms.

The last term in (1) reflects the correspondence property between the t-
wo images of a stereo pair. Obviously, corresponding pixels should be assigned
with the same label. And thus the correspondence term can be interpreted as
a penalty for the mismatch between a pixel pl in the left image and pr in the
right. In [6] {pl, pr} ∈ NC indicates all possible corresponding pixels. This adds
to the graph model N · D links where N is the number of all pixels and D is
the maximum disparity. In our approach we reduce the links by only building
correspondence edges for consistently matched pixels satisfying pl − dl(pl) = qr
and qr + dr(qr) = pl, where d∗(p) indicates the disparity of p. This improvement
reduces the link number to less than N . However, the consistency will not be
sacrificed for two reasons. First, the consistently matched pixels plays a role of
“seeds” to propagate the segment label from one image to the other with high
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confidence. Second, small errors in correspondence due to the inaccuracy of the
disparity map will be recovered by neighboring pixels. The coefficient C{pl,qr} is
defined as the support of pl corresponding to qr:

C{pl,qr} = − logE(pl, qr) (3)

where E(pl, qr) is the matching energy between pl and qr generated by ELAS.
A lower energy indicates a higher confidence of correspondence. λC is a weight
factor to balance the relative importance of correspondence term.

Now we construct the graph model of the energy function. The process may
be interpreted as a transformation from the classical graph cut model [4] to
our consistent graph cut model as shown in Fig. 3. First we construct a classi-
cal graph cut model for each image (see Fig. 3 (a)). The vertices are all pixels
plus two terminal nodes called “Object terminal” and “Background terminal”.
Edges between pixel nodes are assigned weights with Bp,q. Edges linking pix-
el nodes with object or background terminal nodes are assigned weights with
Rp(“Object”) or Rp(“Background”). Then we link the two graphs of the left
and right image by connecting the terminal nodes (see Fig. 3 (b)). At last, we
link the corresponding pixels between the two images and assign the linking
edges with weights Cpl,qr (see Fig. 3 (c)). The graph model is optimized by a
max-flow algorithm [15], which indicates a minimization to Equation (1). In step
2, the graph model is updated only for the region term and the user marked seed
pixels are set as hard constraints [4], e.g. for pixels marked as “foreground”, the
weights of the edges linking to background terminal are set as 0 and those linking
to object terminal are assigned with K (K ≫ B{p,q}).

3.2 Pre-estimation of Foreground and Background

The user input rectangle provides a rough segmentation of foreground and back-
ground named SO and SB. Next we use saliency analysis to give a finer seg-
mentation because salient regions are more likely to attract the user’s interests
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Fig. 4. Depth saliency and pre-estimation of foreground and background. The HC
method [12] is applied to color and depth image separately (the 3rd and 4th row).
The last row shows the pre-estimation of foreground and background. Red indicates
probable “Object”. Green indicates probable “Background”. Black indicates “Unsure”
and won’t contribute to color modeling. Blue indicates stable “Background”.

perceptually. We only use depth saliency analysis because color is easily confused
by textures and thus unsuitable for general purpose segmentation.

We define the saliency value of a pixel as:

S(pi) =
∑

pk∈SB

|d(pi)− d(pk)|, pi ∈ SO (4)

where d(pi) indicates the disparity at pi. The basic assumption is obvious: salient
regions are more likely to differ from background. The assumption works well
in most cases although it is not always true. Given a counter example, in the
case the object is similar to background in depth, the saliency of the object
is low everywhere. This degenerates to that using user selected rectangle as
object segmentation without saliency analysis, which comes to no harm. Another
counter case is that the interesting object is occluded by another object. However,
in the following color modeling process the GMM can tolerate some noise so if
the occluded region is small we can still produce acceptable results.

Our saliency analysis approach is similar to [12]. The difference is that the
saliency value of a pixel is computed as the contrast over all image in their work,
but in our approach the contrast is computed over the background, which is
more targeted. The computation can be speeded up by a disparity histogram:

SD(d(pi)) =
∑

0<dk≤Dmax

fdk
|dk − d(pi)|, pi ∈ SO (5)
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where fdk
is the number of pixels with disparity dk. The time complexity can be

reduced to O(NO) where NO is the number of pixels inside the object rectangle.
Note unstable pixels (zero disparity) are not computed. We show a few examples
of the saliency map in Fig. 4. It can be seen that depth saliency maps are more
robust than color saliency maps. Also our approach is more suitable for depth
images owing to the utilization of users’ guidance.

Next we use the saliency map to make a pre-estimation of foreground and
background. We define the top 50% salient pixels as probable “Object” and
bottom 20% as probable “Background”. The rest are labeled as “Unsure” and
not used in color modeling. The pixels outside the object rectangle are stable
“Background”. We show a few examples of pre-estimation in the last row of
Fig. 4. The estimation is rough due to the inaccuracy of the depth map. Also
a false example of our depth saliency assumption is shown in the last column.
However, the pre-estimation gives a better training set for color modeling than
the original rectangle segmentation and thus leads to a considerable improvement
for the segmentation results.

We use GMM (Gaussian mixture model) for color modeling, which is the
same as [1]. The parameters are initialized using K-means. Then we use the color
model, the original color images and the disparity map to create a consistent
graph model and perform segmentation as shown in Fig. 2 and Fig. 3.

4 Experiments and Analysis

Our experiment is made up of three parts. First we focus on consistency and
accuracy. Next we demonstrate some user interaction examples. At last we show
the running time. We compare our approach with two methods: GrabCut [1] and
StereoCut [6], which represents the state-of-the-art method for monoscopic and
stereo images respectively.

4.1 Dataset, input type and parameter settings

We use the open dataset introduced in [6] for evaluation. The dataset consists
of 31 stereo images with groundtruth segmentations, 14 of them are introduced
in [16] and have groundtruth disparity maps. We extend the dataset to 100
images covering more natural and daily life scenes. The images are downloaded
from http://www.flickr.com and taken by a Fuji W3 stereo camera.

We define three kinds of input, rectangle, stroke, and rectangle plus stroke.
The rectangle and rectangle plus stroke is used for GrabCut and our approach.
Stroke is used for StereoCut. Each kind of input is performed both by machine
and by user. In machine type, the input rectangle is a minimum window covering
the object generated from groundtruth. The stroke is generated by skeletoniza-
tion of the object and background. The two types are shown in Fig. 5. In user
type, the users freely use the tools to finish the segmentation. Throughout our
experiment the parameters are set as: {λB, λC , β,K} = {39, 50, 0.001, 1000}.
Our approach is implemented in C++ and tested on a 2.4GHz Intel T8300 CPU
with 2GB RAM.

http://www.flickr.com
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(a) Stereo image (b) Segmentation (c) Rectangle (d) Stroke 

Fig. 5. Input types. For both rectangle and stroke input, the white pixels indicate
“Object” and black ones indicate “Background”.

Table 1. Comparison of average consistency (in percentage).

Approach
Input by machine Input by user

Rect Stroke Rect+Stroke Rect Stroke Rect+Stroke

GrabCut 95.93 — 98.33 85.72 — 97.20

StereoCut — 99.13 — — 99.12 —

Stereo GrabCut 99.44 — 99.38 99.25 — 99.27

Table 2. Comparison of average accuracy (in percentage).

Approach
Input by machine Input by user

Rect Stroke Rect+Stroke Rect Stroke Rect+Stroke

GrabCut 81.52 — 94.85 74.01 — 95.02

StereoCut — 91.49 — — 94.44 —

Stereo GrabCut 87.36 — 96.62 85.89 — 98.16

4.2 Consistency and Accuracy Evaluation

Consistency is evaluated as |Cl|+|Cr|
|Nl|+|Nr|

, where N∗ is the set of pixels labeled as

“Object” in the left or right image, and C∗ indicates the set of pixels consistently
labeled in N∗. | ∗ | indicates the number of pixels in the set. The pixels without
corresponding pixels are not counted to both C∗ and N∗.

We show the consistency evaluation in Table 1. The value is averaged over
all images and all users. It can be seen that no matter what input type is,
our approach and StereoCut performs much better than GrabCut. Especially
in the user input type, as users’ input rectangles usually differ between the two
images of a pair, the consistency value of GrabCut drops down to only 85.72%.
StereoCut can also produce highly consistent results but is much more time-
consuming, which will be shown in Sect. 4.4. To demonstrate the consistency
more clearer, we give a few examples of segmentation results in Fig. 6. It is
very interesting that even small inconsistency in statistics appears very sharp
in visual perception e.g. “Bowling” and “Dolls” using GrabCut with rectangle
inputs (in the 5th row of Fig. 6). They get consistency value of 91.33% and
93.94% respectively but appear to be obviously inconsistent.

Next we evaluate accuracy using the intersection over union metric [19], which
is defined as the ratio of intersection to union between the results and ground
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Fig. 6. Examples of GrabCut, StereoCut and our approach. The results are all gener-
ated in machine input type. The accuracy and consistency values are also shown below
each image. Red numbers within parentheses indicate accuracy values for the left and
right segmentation results. Blue numbers indicate consistency values.

truth. As shown in Table 2, in machine input type, when using stroke input all
the three methods get high accuracy values. However, GrabCut and our approach
both have initial segmentations and thus perform better than StereoCut. In user
input type, our approach has made significant improvements to GrabCut. Espe-
cially in the first segmentation, our approach makes an improvement of 11.88%
to GrabCut because users generally can’t draw a minimum rectangle around
the object. This is very meaningful for simplifying user interactions because our
approach obtains good results at the first segmentation and thus users can focus
more on improving small details, which makes our approach perform better than
the other two (as shown in the last two columns of Table 2). A few examples
are shown in Fig. 6. The stereo images named “Bowling” and “Dolls” are two
failure examples of our depth saliency assumption. For “Bowling” the object is
occluded by another object and for “Dolls” the object is mingled in background.
However for “Dolls” our approach still produces suboptimal results because the
GMM can tolerate some noise. For “Bowling” with very little interactions the
error can be removed.
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Fig. 7. User interaction examples.

4.3 User Interaction

We asked 10 amateur users to participate in our experiments. We taught them
how to use the rectangle and stroke tools, and then show the groundtruth object
of each image. Then each user finishes the tasks including 100 stereo images
freely. Stereo GrabCut gets the best results with minimum time, which takes
about 85 minutes totally. The total time increased to 120 minutes for StereoCut
because it is hard to master and responses slowly. For GrabCut it increased to
190 minutes because the workload is doubled. We found the users tend to lose
patience when repeating the jobs, especially in GrabCut (Fig. 7 (a)). Besides,
users like to scribble a large area when the results are unsatisfactory (Fig. 7 (d)).
In comparison, our approach doesn’t require the users to draw professional seed
labels as StereoCut (Fig. 7 (c)). Also our results do not have high dependence on
the input rectangles as GrabCut (Fig. 7 (b) (f)). For most images our approach
generates satisfactory results in the first step (see Fig. 7 (e) (g) (h)), which
makes the users focus more on refining details (Fig. 7 (i)). Our approach can
also handle multi-object extraction (Fig. 7 (j) (k)).
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Fig. 8. Running time. (a) Running time of stereo matching and pre-estimation. (b)
Running time comparison of GrabCut [1], StereoCut [6] and our approach.

4.4 Running Time

We show the running time in Fig. 8. The time complexity of stereo matching
and pre-estimation is almost linear. For a 2.16 Megapixels stereo image, stereo
matching takes 1.13s and pre-estimation takes only 0.008s. The total running
time of GrabCut, StereCut and our approach is shown in Fig. 8 (b). StereoCut is
the slowest because it uses all possible matching pixels (ND) as correspondence
terms. The running time of our approach is close to GrabCut but a little slower.
This is mainly due to the expense of consistency forcing.

5 Conclusion and Future Work

We presented an interactive and consistent object extraction approach for stereo
images based on graph cut, robust stereo matching and depth saliency analy-
sis. Experiments show that our approach makes promising results in acceptable
interaction time and outperforms the other two state-of-the-art methods.

In the future we plan to make efforts in the following directions. First, we will
investigate more effective object estimation algorithms using depth information.
We have shown the power of leveraging depth for object extraction by saliency
analysis. We believe progress in depth analysis can effectively improve the object
extraction results. Second, we will apply Stereo GrabCut to further applications
such as object-based image editing etc. Also, we will extend our stereo image
dataset and use Stereo GrabCut to generate groundtruth, which will be surely
valuable for object extraction and recognition researches.
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