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ABSTRACT
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Salient object detection attracts much attention for it
effectiveness in numerous applications. However, ho

| -
to effectively produce a high quality binary mask from a .,# -

saliency map, nameshliency cuts, is still an open problem. @ (b) (©)

In this paper, we propose a novel saliency cuts approachig. 1. (a) Inputimage. (b) Saliency map. (c) Saliency cuts.
using unsupervised seeds generation and GrabCut algorithm

With the input of a saliency map, we produce seeds fofg g) The effectiveness of this solution usually suffexsnf
segmentation using adaptive triple thresholding, and feef,e inaccuracy of saliency map. To reduce the influence of the
the seeds to GrabCut algorithm. Finally, a high qualityinaccyracy of saliency map, some methods utilize the input
object mask is generated by iteratively optimization. Th%mage and saliency map together in segmentation. [1, 10].
experimental results show that the proposed approach is Saliency cuts methods using input image and saliency

competent to the task of saliency cuts and outperforms thﬁlap can be treated as a special object segmentation task,
state-of-the-art methods. which is driven by saliency map. Object segmentation aims

Index Terms— saliency cuts, saliency map, adaptiveto decompose a input image into object and background

triple thresholding, GrabCut using the features of color, texture, shape and so on [11].
The existing object segmentation methods can be roughly
1. INTRODUCTION classified into three categories, learning based methods

Salient object detection aims to detect the visual salientl2: 13], interactive methods [14, 15, 16], and automatic
objects from an image [1]. It is widely used in numerousmethods [17, 18]. Learning based methods require accyratel
applications, including image classification [2], 0bjectlabeled masks for training. They usually take enormous
retrieve [3], scene understanding [4], and image editijg [5 Manual labor, and their performances strongly depend
Generally speaking, salient object detection includes tw@" Prior knowledge. Interactive methods require skillful
steps, saliency map generation and saliency cuts [1]./83lie human interactions to prowd_e foregroun_d and background
map generation focuses on providing a pixel-level or regionseeds- Th.ey require human interaction in the procgdure of
level map (Fig. 1(b)) with the same size to the input imagese9gmentation, and. the segmentation resqlts rely on theyqua}I
(Fig. 1(a)), in which each pixel or region has a value to denotOf seeds. Automatic methods do not require previous legrnin
its saliency, and the pixels with higher values have higheP! human interaction, which are preferred in large scale and
saliency. And saliency cuts focuses on providing a binanputomatic applications. —Yet their effectiveness is irderi
mask of salient object(s) (Fig. 1(c)) with the assistance of® _Iearnlng based methods and interactive method when the
saliency map. There have been amounts of saliency maPiect(s) and background are complex.
generation methods proposed, such as [6, 7], but saliency Considering that saliency object detection is widely
cuts is still an open problem. One solution for saliencyutilized in numerous applications, the procedure of salfen
cuts is calculating a threshold and decomposing the pirels iCUts should be automatical without previous learning or
saliency map into two parts according to their saliency eslu human interaction. However, different to the traditional
automatic object segmentation methods, saliency cuts
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Fig. 2. The framework of our approach. (a) Input image. (b) Salemap. (c) Adaptive triple thresholding on saliency
histogram. (d) Seeds for segmentation. (e) Binary maskli&frgabject.

fruitful achievements in the automatic procedure of sajen 2.1. Adaptive Triple Thresholding
cuts. The key problem is how to provide professional inputs
by analyzing saliency maps and generate high quality binar

masks effectively. . )
y ood performance. Based on clustering, Otsu algorithm

In this paper, we propose a novel approach to Obtalliutomatically obtains an optimal threshold from the gray

professional seeds from a saliency map and segment .ﬂheistogram of an original gray image and divide it into

salient objects automatically. Firstly, a saliency map i oreground and background [8]. The threshold maximizes

generated using an existing saliency analysis method [1 he inter-class gray level difference between foreground

Then, using adaptive triple thresholding, the saliency ma%nd background, and minimizes the intra-class gray level

is marked as a fc_)ur-reg|ons seed; Image. Th_e seeds are gﬁjference within each part. And Otsu algorithm shows that
to GrabCut algorithm [19] and a high quality binary mask ISminimizing the intra-class difference is the same problém o

finally generated. ) o maximizing the inter-class difference.
The proposed approach has the following contributions:  Aqqume that the scale of a saliency majist], and

e We propose a novel seed generation method usinti@ Pixel number of each bin in its histogram 1§ =
adaptive triple thresholding saliency cuts. {no, ..., ni, ..np }, herei represents the saliency value. We
improve Otsu algorithm to obtain three level thresholds,
e We integrate GrabCut algorithm with the auto- including ¢;, t,, andt, (0 < t; < tm < tn < H),
generated seeds to improve the segmentation result. and decompose the histogram of a saliency map into the
following four parts: certain foreground backgroud, =
The remainder of this paper is organized as follows. INo, ¢, probable background),, = [t; + 1,%,], probable
Section 2, we present the proposed saliency cuts based f8regroundl,; = [t,, + 1, 4], and certain foregrourifl.; =
adaptive triple thresholding. In Section 3, the experiraknt [¢, 4 1, H]. Different to Otsu multilevel thresholding method
results are presented and discussed. Finally, the cooolissi [20], we utilize twice optimizations to avoid the following

tsu algorithm is an outstanding automatic thresholding
Igorithm in image segmentation for its simplicity and

given in Section 4. QPSO algorithm. We first calculatg, and divide the saliency
histogram into7}, = [0,t,,] andT; = [t,, + 1, H|. Then,
2. ADAPTIVE TRIPLE THRESHOLDING BASED we further calculate; andt¢;,, and further divide the saliency
SALIENCY CUTS hlstogram intal ., pr, Tpf anchf.

Assume that the numbers of pixels with saliency values in
Fig. 2 shows the framework of the proposed saliency cutg;, and7; aren; andn,, and the pixel number of the whole
approach. First, a saliency map (Fig. 2(b)) is generated fro image isn = n;, + n.. We calculate the thresholg, by

the input color image (Fig. 2(a)) with an existing salientmaximizing the inter-class difference betweBrand7;:
object detection method. Then, adaptive triple threshagldi

is implemented based on the histogram of saliency map, and ty, = arg maxzwtwb(ut — )2, Q)
three thresholdg;, ¢,,, t;, are calculated by optimization to

divide the saliency histogram into four parts (Fig. 2(c)).wherew; andw; are the weights of}, and7};, which equals
With the three thresholds, the saliency map is labelled wit;, /n andn; /n, respectivelyj, andy, are the mean saliency
four different colors, which represents the seeds of diffier values off}, andT}, respectively, which are defined as:
kinds (Fig. 2(d)). Finally, the seeds are fed to GrabCut _

algorithm, and a binary mask of salient object is generated L = Z @7 ke {b,t}. 2)

by segmentation (Fig. 2(e)). T



the segmentation problem is formulated to find a mini-cut.
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Fig. 3. The set ot;, t;, and corresponding inter-class distance
g with a givent,,,. +§[Zn — p(ln, km)]T Z(lm kn)_l[Zn = il kn)]. (6)

The smoothness term can be written as follows:

V(La Z) =7 Z [ln # lm]exp - ﬂ“Zm - Zn||27 (7)
{ti,tn} = arg maxz (w oy wpb (fech — Mpb)2 3) (i,j)eC
Fwpswer(Hps = Her)?), where 3 = (2((Z,, — Z,)?))~! and (:) in 3 denotes
expectation over an colorful image.

With adaptive triple thresholding, we have already
obtained the seeds of four kinds. Taking the certain
background and probable background as background region

in T, and initializing the label set.: [,, = 0 for n € T, and
P = Z n—17 ke {cb,pb,pf,cf}. (4) 1, = 1forn ¢ T,. From these labeled pixels, we can first
€T, " calculate the parameters of two GMM modes, and then we

. . ! ) . get those pixels not belong 6, relabeled by implementing
Given a saliency map and firstly fing, that maximizes  jarative minimization algorithm. As a result, a new set

the difference between object region and background regior} '\ hich can be proved to minimize the total enerByis

Then we step through all possible thresholdand?, and  ,piained, and the image with two terminal is constructed.
updatewv;, andu. The corresponding inter-class difference

is computed subsequently according to Eq.(3). Fig. 3 shows

the procedure of finding; andt; with givent,,. There is

a set of{t;, t.,, t,} maximizing the difference between four

classes and that is what we need for seed generation.
According to the triple thresholded saliency histogramWe evaluate the proposed method on MSRA 10k dataset [1],

saliency map can be also decomposed into four parts: certawhich contains 10,000 images and corresponding manually

background (pixels belong td’;), probable background labelled masks.

(pixels belong toT},;), probable foreground (pixels belong We implement our approach in C++ and carry out all the

to T,) and certain foreground region (pixels belong toexperimentson a machine with a 3.10GHz four-core CPU and

T.¢). Fig. 2(d) shows the seeds obtained by adaptivelGB memory. Typically for 4280 x 720 image, the average

triple thresholding method in which the blue and greerrunning time for seeds generation and segmentation is 8,402

regions correspond to certain background and probablexcluding the time for saliency map generation.

background respectively, the yellow region represents the

probable foreground and the red region represents thertertag 2 Results Evaluation

foreground.

t; andt;, are further calculated as follows:

where the weighy, = nx/n, whenk € {cb, pb} andwy, =
ni/n: whenk € {pf,cf}; ux is the mean saliency value of
each interval, which is defined as:

3. EXPERIMENTS

3.1. Dataset and Experimental settings

We utilize region contrast algorithm [1] to generate salien
maps in our experiments. To demonstrate our results, we
2.2. GrabCut with Auto-generated SeedS present some examples in Fig. 4. These images contain
typical kinds of objects with various object numbers. As
Developing from interactive GraphCut algorithm, GrabCutshown in the third row of Fig. 4, triple thresholding divides
algorithm represents an image by an graph with two terminalghe input image into four parts with most salient pixels &t s
if given background regions as prior. In GrabCut algorithmas foreground and least salient pixels are set as background



Fig. 4. Examples of saliency cuts results. (Top row) Input imag8scond row) Saliency maps. (Third row) Seeds generated
by adaptive triple thresholding. (Bottom row) Our results.
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Fig. 5. Comparison with the state-of-the-art saliency cutg~ig. 6. Comparison of ASRE and our results. (Top row) Input
methods, including Otsu [8], FT [9], auto-labeling [10],dan images. (Second row) Saliency maps. (Third row) Results of
ASRE [1]. ASRE method. (Bottom row) Our results.

For the seeds generated by our method provide more featurB8/€cts or_palrts of saller;t gbject Ihn thdei ser?mentgtlon_ tesul g

of input images, our results are accurate and consistent. ~ comparatively, our method can handle these situations an
, , ) provide high quality binary masks.

We also validate our effectiveness by comparing our

method with four state-of-the-art methods, including Q&u

frequency-tuned (FT) [9], auto-labeling [10], and autoimat 4. CONCLUSION

salient region extraction (ASRE) [1]. Fig.5 shows theWe proposed a saliency cuts approach using unsupervised
precision, recall and's values of five methods on MSRA seeds generation and GrabCut algorithm. The approach
10K datast, hergg> = 0.3 [9]. It shows that thel; value  automatically provides four kinds of seeds based on sajienc
of our method is higher than other three methods excephap generation and adaptive triple thresholding, and feeds
ASRE method. However, as show in Fig. 6, ASRE methodhe seeds to GrabCut algorithm to obtain the binary masks
may fail to detect salient objects when the saliency valuesf salient objects. The experiments demonstrate that our
of input image are low, and it can only detect at most onepproach can obtain high quality results of automatic salie
salient object in an image, which makes it miss some salieribject segmentation and outperform the existing methods.
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