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1  Introduction

With the advent of Web 2.0, people are very convenient to 
express and share their opinions on web regarding prod-
ucts, service, and global issues as well. These reviews are 
with great value and grow rapidly; therefore, to efficiently 
analyze them becomes essential [7, 17, 25].

Many research work has been performed to analyze 
users’ sentiments and opinions from online reviews  [17]. 
For a opinion target, the sentiment is often dependent on 
topics; therefore, it is more suitable to analyze the topic and 
sentiment simultaneously. To discover the opinion topics in 
the text, various topic models are proposed [11, 15, 19, 20, 
37–39], most of them accomplish the task with only review 
texts, but rarely consider the user, who expresses the opin-
ions, and the item, which the opinions is expressed on.

For different users, the preferences of both topics and 
sentiments are different, and they may have different senti-
ment expression preferences. A lenient user might tend to 
give higher rating than a critical user, for example, some 
users choose to use ’good’ to describe a just-so–so product, 
but others may use ’good’ to describe an excellent product. 
Beside the user bias, there is also an item bias. One may 
use the same opinion word to express different sentiment 
polarities for different items, for example, the opinion word 
’long’ can express a ’positive’ feeling for battery life, but 
may have a ’negative’ feeling for a camera’s focus time. 
Besides, the items with good quality are easier to get posi-
tive reviews than low-quality items.

Therefore, to better model the sentiment topics, we 
argue that it is essential to explore reviews as well as users 
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and items. To this end, we propose a novel model called 
User Item Sentiment Topic (UIST) which incorporates 
users and items for topic modeling. In our method, the 
users, items, and reviews are modeled simultaneously in a 
generative process. Besides the topics, with our model, the 
user topic and item topic distributions can also be learned. 
Extensive experiments on several datasets demonstrate the 
advantages of our method. The extracted topics are more 
coherent and informative, and the performance of senti-
ment classification is also improved. Furthermore, the user 
preference obtained with our method could be utilized for 
many personalized applications.

The contribution of our work could be summarized as 
follows:

1.	 We propose a novel model which efficiently captures 
user and item information for topic modeling of online 
reviews. In comparison with existing methods, our 
method can obtain more coherent topics and improve 
the performance of document sentiment classification.

2.	 The user topic distribution obtained with our method 
implies the user preference at topic level. It is helpful 
for better understanding the user, and could be utilized 
for many applications, e.g., recommendation systems.

3.	 We conduct experiments on three datasets and show 
that our method is effective for topic modeling of 
online reviews.

The rest of this paper is organized as follows. Section 2 
gives a brief review of some related work. Sections 3 and  4 
present the proposed method and formulation in detail. In 
Sect.  5, we evaluate the performance through extensive 
experiments, and in Sect. 6 we conclude the paper and pre-
sent the future work.

2 � Related work

Statistical topical model is a well-known method to model 
the latent topics in an unsupervised approach  [1, 10, 28, 
33]. The data can be assigned to topics with different 
weights and these topics provide an intuitive interpretation.

For sentiment analysis, the topic models are often 
used to discover the opinion aspects as well as the sen-
timent towards the target  [6, 11, 18–20, 38, 39]. Multi-
grain LDA (MG-LDA) aims to discover the local aspects 
as well as the global topics  [38]. Titov and McDonald 
[37] and Lu et al. [18] aim to extract aspect level senti-
ment summaries with rating for online reviews. The Joint 
Sentiment/Topic model (JST)  [15] detects sentiment 
and topic simultaneously from text with a unsupervised 
approach. In JST, each document has a sentiment label 
distribution. Topics are associated with sentiment labels, 

and words are associated with both topics and sentiment 
labels  [9]. The CFACTS model  [11] extends the JST 
model to capture facet coherence in a review using Hid-
den Markov Model.

Though these models have made a great progress in 
topic modeling of online reviews, most of them ignore 
the author preference and item characteristics, which have 
curial effects in maintaining topic coherence as well as the 
sentiment polarities in reviews. An approach to capture 
author-specific topic preference is described in [34]; how-
ever, it neglects the item information. JMARS [6] aims to 
model the aspects, ratings, and sentiments for recommen-
dation; however, the sentiment rating is needed, which is 
not suitable for many unsupervised scenarios.

Meanwhile, the user information has been utilized 
and explored with many other works [23, 26, 27, 29, 30]. 
The author-topic model uses the authorship information 
together with the text to learn topics, with which each 
author is a multinomial distribution over topics and each 
topic is a multinomial distribution over words  [26]. How-
ever, for online reviews, besides the user, the item charac-
teristics and sentiment should also be modeled, thus these 
methods are not suitable for this task.

There have been some supervised methods including 
some deep learning algorithms which explore the user and 
item information for document sentiment classification [3, 
4, 8, 12, 13, 32, 36]. The target of these works is sentiment 
classification rather than the topic modeling of the reviews. 
For them, the labeled dataset is needed. In our work, we 
aim to provide an unsupervised topic modeling approach to 
model the sentiment topics with the incorporation of user 
and item information.

3 � The structure of reviews

Generally, a review contains the opinions of an 
author  (user) about some topics (aspects) of an item 
(object) e.g. product, service. One user may contribute mul-
tiple reviews towards different items, and one item may be 
commented by multiple users. Thus, the users, reviews, and 
items form a heterogeneous network as shown in Fig. 1.

From the perspective of users, they have different pref-
erence and styles of commenting. Some users tend to be 
very strict and give more negative reviews in average, 
while others may be the opposite. On the other hand, some 
users may focus on certain aspects of an item, but others 
may be concerned with the overall performance. There-
fore, for the same item, different users may give different 
opinions.

From the perspective of items, each item has multiple 
aspects or topics for users to comment on. These aspects 
may have different qualities. If the quality of an aspect or 
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item is good, most users tend to give positive comments, 
and vice versa.

Besides the user preference and item quality, there 
should be some common experience or judgements, for 
example, no one likes a bad but expensive product. This 
kind of experience is applicable to all the users and items.

Generally, the user preference can be mined from 
reviews commented by him, and the item quality can be 
mined from reviews commenting it. At the same time, the 
user preference and item quality both influence the analysis 
of the reviews associated with them.

4 � The proposed model

In this section, we introduce the UIST model, which inte-
grates the user preference and item quality to model the 
topics in a unified framework. With our model, the topic 
structure of the authors, reviews, and items can be learned. 
It can also help the estimation of sentiment at topic level.

4.1 � Model formulation

The graphical illustration of our model is shown in Fig. 2. 
The model is designed and inspired based on the user’s 
commenting process, in which a term may be generated 
from the user, the item or the experience. We adopt a switch 
variable x to control the influence of the user, the item 
(object), and the experience.

As shown in Fig. 2, assume that we have a corpus of 
D reviews, Nd denotes the number of terms in review d, 
K denotes the number of topics, V denotes the size of 
vocabulary, S denotes the number of sentiment labels, U 
denotes the number of users and O denotes the number 
of objects in the dataset. The αe, αu, αo, γ e, γ u, γ o, η and 
β are hyper-parameters and priors of Dirichlet distribu-
tions. For convenience, we also illustrate the notations in 
Table 1.

Fig. 1   The illustration of the 
structure of the reviews, an 
author may write multiple 
reviews towards different items 
and an item may be commented 
by multiple authors

Fig. 2   The illustration of our proposed model
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The generative process of review in the model can be 
described as follows:

–– For each document d, sample πe
d ∼ Dir(γ e).

–– For each sentiment label s under each document d, 
sample θed,s ∼ Dir(αe).

–– For each user u, sample πu
u ∼ Dir(γ u).

–– For each sentiment label s under each user u, sample 
θuu,s ∼ Dir(αu).

–– For each object o, sample πo
o ∼ Dir(αo).

–– For each sentiment label s under each object o, sample 
θoo,s ∼ Dir(αo).

–– For each document d, sample �d ∼ Dir(η).

–– For each of the K topics k and sentiment labels s, sam-
ple ϕs

k ∼ Dir(β).

–– For each of the Nd word tokens wi in document d: 
choose xi ∼ Multinomial(�d).

–– If xi = exp, choose a sentiment label l = si ∼ πe
d, 

choose a topic zi ∼ θed,s.

–– If xi = user, choose a sentiment label l = si ∼ πu
u, 

choose a topic zi ∼ θuu,s.

–– If xi = obj, choose a sentiment label l = si ∼ πo
o, 

choose a topic zi ∼ θoo,s.

–– Choose a word wi from the distribution over words 
defined by topic zi and sentiment label si,wi ∼ ϕsi

zi
.

In comparison with JST model, our model adds a 
user and object layer which integrates the user pref-
erence and object quality to the estimation of review 
sentiment at topic level. Our model is an extension 
of both Author-Topic Model and JST. Through the 
latent variable x, we try to distinguish which term is 
associated with the author, which term is associated 
with the object and which term is associated with the 
experience.

4.2 � Learning algorithm

There have been several typical methods for estimating 
the latent parameters in LDA model, such as the varia-
tional expectation maximization [1] and Gibbs sampling 
[33]. Gibbs sampling often yields relatively simple algo-
rithms for approximate inference in high-dimensional 
models. Therefore, we select this approach for parameter 
estimation. The sampling equations for our model are 
listed below.

There are three sets of latent variable: l, z, x. The joint 
probability of the l, z, x and the words w can be factored 
into the following terms:

We draw each (li; zi; xi) pair as a block, conditioned on all 
other variables.

When x = exp, the sampling equation is:

where ned is the number of times that words are gen-
erated from experience in review d; nes is the number 
of times that words assigned sentiment label s are 
generated from experience in the review d; nes,k is the 
number of times that words assigned sentiment label 
s and topic k are from experience in the review d; nk,s 
is the number of times that words are assigned senti-
ment label s and topic k. nk,swi

 is the number of times 
that word in the position i are assigned sentiment label 
s and topic k.

(1)

p(w, z, l, x) = p(w|z, l)p(z, l|x)

= p(w|z, l)p(z|l, θe)p(l|x = exp)p(x = exp)

+ p(z|l, θu)p(l|x = user)p(x = user)

+ p(z|l, θo)p(l|x = obj)p(x = obj)

(2)

p(zi = k, li = s, x = exp|w, z−i, l−i, x−i)

∝
nk,swi

+ β

nk,s + Vβ
·
nes,k + αe

nes + Kαe
·
nes + γ e

ne + Sγ e
·
ned + ηexp

Nd +�ηx

Table 1   Basic notations used in our paper

Variable Description

d A review or document

D The number of reviews

Nd The number of terms or words in review d

K The number of topics

V The size of vocabulary

s The sentiment labels of reviews (positive, negative, etc.)

S The number of sentiment labels

u User

U The number of users

K The number of topics

w Term or word

V Vocabulary

o The objects or items

O The number of objects or items

l The sentiment categories of reviews

z Topic

x Switch variable

l−i The sentiment categories of the words except the ith word

z−i The topic distribution of the words except the ith word

x−i The switch variable of the words except the ith word

nk,s The number of words which are denoted as sentiment s 
and topic k

nk,swi
The number of word wi which is denoted as sentiment s 

and topic k

ϕi,k,s The sentiment/topic-word distribution
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When x = user, the conditional posterior for zi, li is:

where nu is the number of times that words are gener-
ated from user u; uud is the number of times that words 
in review d are generated from user u; uus  is the number 
of times that words assigned sentiment label s are gener-
ated from user u; uus,k is the number of times that words 
assigned sentiment label s and topic k are generated from 
user u.

When x = obj, the conditional posterior for zi, li is:

where no is the number of times that words are generated 
from object o; nod is the number of times that words are 
generated from object o in review d; nos  is the number of 
times that words assigned sentiment label s are gener-
ated from object o; nos,k is the number of times that words 
assigned sentiment label s and topic k are generated from 
object o.

With the posterior distributions calculated by above 
equations, the sampling processes could be performed for 
parameter estimation. It is then used to approximate the 
per-corpus sentiment topic word distribution:

4.3 � Sentiment prediction of the document

The overall approximated per-document sentiment distri-
bution, e.g., for review d, can be estimated as follows:

As shown in equation 6, the sentiment distribution for 
a review is estimated based on three factors: the experi-
ence, the user preference, and the object quality.

We only consider the probability of positive and nega-
tive labels for a given document, with the neutral label 
probability being ignored. There are two reasons for this. 

(3)

p(zi = k, li = s, x = user|w, z−i, l−i, x−i)

∝
nk,swi

+ β

nk,s + Vβ
·
nus,k + αu

nus + Kαu
·
nus + γ u

nu + Sγ u
·
nud + ηuser

Nd +�ηx

(4)

p(zi = k, li = s, x = obj|w, z−i, l−i, x−i)

∝
nk,swi

+ β

nk,s + Vβ
·
nos,k + αo

nos + Kαo
·
nos + γ o

no + Sγ o
·
nod + ηobj

Nd +�ηx

(5)ϕi,k,s =
nk,swi

+ β

nk,s + Vβ
.

(6)

p(l|d) ∼
nes + γ e

ne + Sγ e
·
ned + ηexp

Nd +�ηx
+

nus + γ u

nu + Sγ u
·
nud + ηuser

Nd +�ηx

+
nos + γ o

no + Sγ o
·
nod + ηobj

Nd +�ηx

First, sentiment classification is effectively a binary clas-
sification problem, i.e., documents are being classified 
either as positive or negative, without the alternative of 
neutral. Second, the prior information we incorporated 
merely contributes to the positive and negative words, 
and consequently there will be much more influence on 
the probability distribution of positive and negative labels 
for a given document, rather than the distribution of neu-
tral labels in the given document. Therefore, we define 
that a document d is classified as a positive-sentiment 
document if the probability of a positive-sentiment label 
p(lpos|d) is greater than its probability of negative senti-
ment label p(lneg|d), and vice versa.

4.4 � Sub‑models

In our model, an additional multinomial distribution � 
is used to indicate the probability of the word generated 
from each factor, i.e., the experience, the author and the 
object.

Especially, if �user is set to 0, the words will be gener-
ated from experience or object, not from user. Then, our 
model is degraded to another model called Item Senti-
ment Model (IST), which only explores the item-review 
graph. Similarly, if only �obj is set to 0, our model is 
transformed to a simpler model called User Sentiment 
Model (UST) which is based on the user-review graph.

5 � Experiments

In the experiments, we evaluate our proposed model 
through the performance of document sentiment clas-
sification and the extracted topics. Our main target is to 
evaluate the performance for topic modeling, and senti-
ment classification is an indirect approach for evaluation.

5.1 � Experimental setup

5.1.1 � Datasets

We conduct extensive experiments in both English and 
Chinese data and evaluate the performance of our 
method. For English data, the movie review polarity 

� = {�exp, �user , �obj}

�exp + �user + �obj = 1
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dataset 2.01 is utilized  [24]. This dataset contains 2000 
movie reviews from a unprocessed pool of 27,886 html 
files from IMDB. We extract the authors and movie ids of 
the 2000 reviews from the pool. For Chinese data, both 
the restaurant and movie reviews are utilized.

For the English data, the reviews are processed using 
stemmed lowercased unigram words. The punctuation, 
numbers, stop words, and other non-alphabet characters 
are removed. For the Chinese data, word segmentation is 
performed with the Stanford Word Segmenter.2 Table  2 
summarizes the dataset statistics after preprocessing.

5.1.2 � Implementation details

The UIST has eight Dirichlet prior parameters, which influ-
ence the convergence of Gibbs sampling but not much the 
output results [44]. Generally we set αe = 0.1, αu = 0.1, 
αo = 0.1, β = 0.05, S = 2, and η = 0.5 for all experiments. 
For the rest hyper-parameters γ e, γ u and γ o, we set to 0.1 
for positive-sentiment label and 2 for negative sentiment 
label.

Sentiment prior We choose MPQA subjectivity lexicon 
for English data, which is also used in JST [15]. The sentiment 
prior for Chinese data is the HowNet sentiment lexicon.3

5.1.3 � Methods for comparison

For topic modeling of the reviews, we compare our model 
with JST [15] as well as our sub models. The methods for 
comparison are listed below:

–– JST The joint sentiment topic model  [15] is extend 
from LDA, and is a classic topic model for sentiment 
analysis. The online code4 is utilized in our experi-
ments.

–– UST It is the sub-model of our model which only 
explores the user-review graph without the item infor-
mation.

–– IST It is also a sub model of our model which only 
explores the item-review graph without the user infor-
mation.

For sentiment classification, we also compare with some 
other methods as shown in Table 4, including unsupervised, 
semisupervised, and supervised methods. Here, we need to 
point out that the topic models are unsupervised; therefore, 
in the classification task, they are usually not very competi-
tive with some supervised methods.

1  http://www.cs.cornell.edu/people/pabo/movie-review-data/.
2  http://www-nlp.stanford.edu/software/segmenter.html.
3  http://www.keenage.com/html/c_index.html.
4  https://github.com/linron84/JST.

5.2 � Evaluation metric

Finding an objective metric to evaluate the quality of top-
ics is hard. Some commonly used metrics, e.g. the perplex-
ity or the likelihood of the held-out data, cannot directly 
measure the semantic coherence of the learned topics [2]. 
Presented quantitative methods to measure the semantic 
coherence of the learned topics, and found that the likeli-
hood of the held-out data is not always a good indicator. 
Measuring the semantic coherence of the learned topics 
has received increasing attention, in  [22], PMI is used to 
measure the semantic coherence of topics. We adopt the 
same topic coherence metric for the comparison in our 
experiments.

For a given topic T, the top N most probable words 
w1,w2, . . . ,wordN are chosen, and the PMI score is calcu-
late as the average relatedness of each pair of these words:

where p(wi,wj) is the joint probability of words wi and wj 
co-occurrence in the same document, while p(wi) is the 
marginal probability of word wi appearing in a document. 
These probabilities are computed from a much larger cor-
pus. We set N = 15 in our analysis.

5.3 � Results in document sentiment classification

With our model, as shown in Eq. 6, the document sentiment 
is classified based on the probability of a sentiment label-
given document. For sentiment classification, accuracy is 
adopted as the evaluation metric, which is commonly used 
for text classification.

5.3.1 � Sentiment classification results in English data

For English data, following the approach in [24], we also 
perform subjective detection in MR dataset for sentiment 
classification. For convenience, the filtered subjective 
dataset is called Sub. MR. We first compare our method 
with IST (Item Sentiment Topic), UST (User Sentiment 

(7)PMI − Score(T) =
2

N(N − 1)

∑

i≤i<j≤N

log
p(wi,wj)

p(wi)p(wj)
,

Table 2   Some statistics of the dataset

Dataset (reviews) # Docs (pos/neg) Avg. 
length

# Users # Objects

Movie (MR) 
(English)

2000 (1000/1000) 313 312 1107

Restaurant  
(Chinese)

8000 (4000/4000) 413 365 3428

Movie (Chinese) 8000 (4000/4000) 304 4570 435

http://www.cs.cornell.edu/people/pabo/movie-review-data/
http://www-nlp.stanford.edu/software/segmenter.html
http://www.keenage.com/html/c_index.html
https://github.com/linron84/JST
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Topic) and JST. IST and UST are sub-models of UIST. 
For JST, both the user and item information is not 
incorporated.

From Table 3, we can observe that under all the data 
setups, the results of our UIST method are the best. 
Besides, the performances in Sub. MR is better than 
original MR dataset. The results of IST and UST are 
comparable to the result of JST. In the Sub. MR dataset, 
they are slightly better than JST. The results validate our 
hypothesis that user preference and item quality are both 
beneficial for topic modeling, and based on the extracted 
sentiment topics, the sentiment classification results are 
also improved.

The performance of UST is slightly better than IST. 
This result indicates that in MR dataset, the users may 
play a more important role than objects, i.e., the mov-
ies. Another possible reason is that in the MR dataset, 
the number of movies is larger than users; therefore, 

the item-review graph is sparser than user-review graph 
which leads to the insufficient model parameter 
estimation.

A large number of works have been reported on the 
MR dataset, we compare the performance of our approach 
to them on this dataset. Table 4 shows the accuracy of all 
the methods. SO-CAL is a rule-based method, Eigen vec-
tor and LSM are both unsupervised methods; with these 
methods, the sentiment lexicon is usually needed. NMTF is 
semisupervised method which takes advantage of negative 
matrix factorization. The RAE method is a representation 
learning approach. We also compare our method with sev-
eral supervised methods, i.e., SVM and Tree-CRF.

From Table 4, we can find that our method is better than 
all the unsupervised and semisupervised methods; how-
ever, in comparison with SVM+Sub. MR, the accuracy our 
method is a little worse. Since the topic modeling approach 
is unsupervised with no labeled data, it is reasonable that 
the performance is less competitive with some supervised 
methods.

5.3.2 � Sentiment classification results in Chinese data

In Chinese data, we also compare our method with JST. 
The results in Table 5 show that our UIST model performs 
better than JST. 

There is an interesting result in Table 5 that IST is bet-
ter than UST in Chinese movie data, contrary to the result 
in MR data. From Table 2, we can find that the number of 
users in MR is smaller than the number of movies; how-
ever, in Chinese movie data, the number of movies is 
smaller than the number of users. Since the data is too 
sparse, it becomes difficult to learn the user preference. 
Based on this observation, we can conclude that for accu-
rate parameter estimation, sufficient data is needed. The 
results in restaurant data also validates the conclusion.

5.3.3 � Results with different topic numbers in English data

We also analyze the influence of topic numbers in Eng-
lish data. The MPQA subjectivity lexicon is adopted as the 
prior sentiment knowledge on the subjective MR dataset. 
Figure 3 shows the sentiment classification accuracy of our 
model with different number of topics. The number of top-
ics, i.e., K, is set as 50, 100 and 150, respectively.

From Fig. 3, we can see that when the number of top-
ics increases, the performance of sentiment classification 
also grows, which indicates that the learned topic infor-
mation indeed helps in sentiment classification. We can 
also find that whatever K is set, the performance of UIST 
is better than UST and IST. In comparison with UST 
and IST, UIST incorporates both the user preference and 
item quality which leads to better extracted sentiment 

Table 3   Sentiment classification results (accuracy) of different  
methods

Lexicon/method IST UST UIST JST

MR 0.827 0.832 0.845 0.828

sub. MR 0.855 0.863 0.871 0.848

The bold values indicate better results than other methods

Table 4   Sentiment classification results (accuracy) in comparison 
with some state-of-the-art methods

Method Accuracy

Eigen vector clustering [5] 0.709

LSM: unsupervised with prior info [16] 0.741

SO-CAL: full lexicon [35] 0.7637

NMTF: semisupervised (40% doc. label) [14] 0.735

RAE (semisupervised recursive auto-encoders) [31] 0.768

RAE (supervised recursive auto-encoders) [31] 0.777

Supervised tree-CRF [21] 0.773

SVM [24] 0.8545

SVM + sub. MR [24] 0.8715

UIST (sub. MR) 0.871

The bold value indicates the result of our method

Table 5   Sentiment classification results of different methods in  
Chinese data

Method IST UST UIST JST

Restaurant 0.711 0.724 0.736 0.702

Movie 0.746 0.684 0.745 0.684

The bold values indicate better results than other methods
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topics. Therefore, the sentiment classification results are 
also better.

5.4 � Results of the extracted topics

We conduct both quantitative and qualitative analysis 
of the extracted topics. For the quantitative analysis, 
the topic coherence is calculated. The number of topics 
extracted here is 150.

5.4.1 � Topic coherence

For the topic coherence, the PMI scores of all methods 
are presented in Table 6.

We can observe that our method yields the highest 
PMI score, this is reasonable since our method incorpo-
rates both the user preference and item quality. In com-
parison with JST, all our models including UIST, IST, 
and UST are better. In MR and restaurant data, UST is 
slightly better than IST, while in Chinese movie data, IST 
is slightly better than UST. This is consistent with results 
in sentiment classification.

The PMI scores in Table 6 suggest that our method can 
produce more coherent topics. With the incorporation of 
users and items, the performance of topic modeling of 
online reviews is improved. This is a very encouraging 
result.

5.4.2 � Qualitative analysis

To further evaluate the quality of the topics, we also 
select some examples of the results to have an intuitive 
understanding. The top words (most probable word) for 
each topic (with sentiment) distribution could approxi-
mately reflect the meaning of the topic. Table  7 shows 
the selected examples of the extracted topics. The left 
three topics of Table 7 are generated under the positive-
sentiment label, while the right three topics are generated 

Fig. 3   Sentiment classification 
performance (accuracy) with 
different topic numbers

Table 6   Topic coherence with different models

Method IST UST UIST JST

MR (English) 1.621 1.757 1.939 1.515

Restaurant 0.922 1.051 1.192 0.871

Movie (Chinese) 1.121 0.823 1.336 0.781

Table 7   Examples of the extracted topics with our method

T1 T2 T3 T4 T5 T6

(pos.) (pos.) (pos.) (neg.) (neg.) (neg.)

Like Dinosaur Funni Hollow Polic Poorly

Good Park Comedy Sleepi Action Violence

Love Jurass Laugh Hard Cop Comic

Star Island Joke Bore Fight Early

Great Adventur Fun Waste Chasecr Someth

Effect Rocket Eye Crane Thriller Not

Real Laura Talk Horseman Crime Long

Funni Fund Hour Particularly Explos Every

Origin Uplift Act Headless Plot Support

Right Grant Moment Dull Villain Type

Moment Skillful Close Murder Gun Somewhat

Friend Sky Scene Town Partner Question

Live Excellent Picture Wood Laugh Fall
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under the negative sentiment label, each of which is rep-
resented by the top 13 words.

As shown in Table  7, the extracted topics are quite 
informative and coherent. For example, topic T1 is very 
positive review comments for a movie; topic T2 is appar-
ently the opinion about the movie “Jurassic Park”; topic 
T3 is likely to be the positive comments for comedy. 
Topic T4 is a negative review comment; topic T5 is prob-
ably about gangster movies; topic T6 is likely to be the 
negative opinion about actor.

5.5 � User sentiment/topic preference

Figures  4, 5, and 6 show the topic distributions of sev-
eral users. The horizontal axis indicates the topic and the 
vertical axis indicates the probability or strength of the 
sentiment in each topic.

Figure  4 shows the topic distribution in movie data 
under the positive label, while Fig. 5 shows the distribution 
in movie data under the negative label. Towards the mov-
ies, author 8 likes the ‘actor’, ‘comedy’; however, author 

Fig. 4   User preference of senti-
ment/topic in movie reviews 
(positive)

Fig. 5   User preference of senti-
ment/topic in movie reviews 
(negative)

Fig. 6   User preference of senti-
ment/topic in restaurant reviews 
(positive)
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7 likes more about ‘action’, which validates our claim that 
the topic and sentiment preference of the users differ a lot.

Figure  6 shows the topic distribution of several users in 
restaurant reviews under the positive label. We can observe 
that most users give the positive rating due to satisfaction with 
‘quality’; however, author 5 is mainly due to ‘service’. This 
also validates that for different users, towards the same kind 
of object, the topics or aspects who care mostly are different.

The user topic distribution suggests the user preference, 
which is useful for many personalized applications, e.g., 
recommendations systems. Take movie for example, for 
different movies, the themes and stories are usually differ-
ent, as well as the actors and directors. With our method, 
which factor and to which extent the users mostly like 
can be estimated accurately. That not only helps to clearly 
understand the underlying factors of users to generate such 
opinions, but also provides the opportunity to further rec-
ommend the possible interested movies.

Summary We have presented comprehensive experi-
ments using three different datasets. The datasets cover two 
domains and two languages. We evaluate the effectiveness 
both in sentiment classification and extracted topics. The 
model results in an effective sentiment distribution of the 
documents and a coherent word representation of topics. 
The performance outperforms classical topic models.

6 � Conclusion

In this paper, for topic modeling of online reviews, we pro-
pose a novel topic model which incorporates user and item 
information. The proposed model can not only produce senti-
ment topic distribution of each review, but also generate the 
sentiment topic distribution of each user and each item simul-
taneously in an unsupervised manner. Experiments demon-
strate the effectiveness of our method. With our model, the 
extracted topics are more coherent. The sentiment polarity 
can also be predicted more accurately. The user topic distri-
bution implies the user preference at topic level and is help-
ful for many applications, e.g., recommendation systems. 
With the introduction of more variables, the computational 
complexity increases. In the future, similar with many other 
media processing methodologies [40–43], a possible solution 
is to design a parallel framework for our model.
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